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Muon g-2 anomaly 
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Vacuum polarization function vs g-2

Hadrons

µ

The magnetic moment of the muon ~µ directed along its spin ~s is
given by

~µ = g
Qe

2mµc
~s ,

Qe is the electric charge, mµ is the muon mass, c is the speed of
light, g 6= 2 at the quantum level.
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aμ =
g − 2
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Image taken from g-2 collaboration

Can we explain the gap by new physics?
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Dedicated to Martinus J.G. Veltman, 1931–2021, In Memoriam

Whenever our basic understanding of the fundamental laws of physics
improves, when more unified formalisms are uncovered, these advances are
branded by subtle reformulations of the so-called Big Questions. More
understanding comes with new questions, asked in a better way than be-
fore. When the renormalisation procedure for quantum field theories was
finally unravelled, theoreticians realised that these gave new views on how
the basic forces among elementary particles all could have a common, uni-
fied, origin. One elementary quantum field model stood out, which was
dubbed the ‘Standard Model’, and the question was asked to what extent
this model could describe all we know. Are there physical phenomena that
suggest further improvement? Such questions could be asked to experi-
menters, but also from a purely theoretical point of view, one could ask
what shortcomings the model has and what strategy should be followed to
find better pathways. This paper briefly reviews some Big Questions of the
past and asks how to use our deepest insights to rephrase the questions of
the present.

DOI:10.5506/APhysPolB.52.841

1. Introduction

With his strong personality, Martinus (Tini) Veltman has influenced
many of his students, colleagues, peers and friends. Being smart and di-
rect, his arguments were often quite to the point. If he found something to
be important, then so it was.

(841)
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One easily proves this by performing the contour integration in the complex
k0 plane. Equations (2.5) and (2.6) imply that, due to Lorentz invariance,
�F, �F ⇤, �+ and �� are all equal when x is outside the light cone.
Because of the on-shell properties of �±(k) integrations over �±(k) often
show no ultraviolet divergence, so that equations (2.5) and (2.6) are very
useful in renormalising a theory. Remember however that, in momentum
space, ✓(x0) behaves as a factor �i/(2⇡k0 � i"), which may still lead to
divergences.

3. The Standard Model

Renormalisation is a necessary ingredient whenever a theory describes
interaction as a perturbation expansion. In other branches of physics, per-
turbation theory is just a technical device for performing calculations where
the exact equations are too cumbersome. In particle physics, the situation
is not quite the same. When calculating weak interaction processes, it is not
clear whether ‘exact equations’ exist at all. The perturbation method was
discovered, and renormalisation is a part of this. In principle, one might have
thought that ‘exact equations’, whatever they are, will not require handling
infinite expressions, asking for extra constraints just to keep the infinities
under control.

It was originally thought that the strong interactions should not depend
on such procedures, since the perturbation expansion diverges right from the
beginning. But when ‘asymptotic freedom’ was discovered [12], it became
clear that the ultraviolet region of the strong interactions also depends on
perturbation expansions. The strong interactions were also found to be
described by a Yang–Mills system, but without a BEH mechanism. One
generally assumes that the ultraviolet domain of a theory determines the
course of the interactions in all other domains as well.

The question How do we sum the perturbation terms, or is there another

way to obtain the exact equations for all interactions? is correctly posed but
it seems to be not so urgent. We can arrange the diagrams in such a way that
diagrams calculated using perturbation theory determine with a satisfactory
accuracy how the elementary particles will interact under practically all
circumstances, as if we nearly have the ‘ultimate theory’ at our fingertips.

But this is not true for many reasons. First, the perturbation expansions
are still formally divergent, so that we still do not quite understand what
the equations are at the most fundamental level. Secondly, there is one
force that can only be taken into account at the most rudimentary level:
gravity. The gravitational force cannot be included in an optimal way; we
return to this shortly. The third reason for concern is that there appear to
be phenomena at a very large distance scale in the universe: dark matter
and dark energy. These require extensions of what we know: new particles
or new theories or both.
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Figure 3: Avoiding the pole at t = �1

Thus f(x)+ � f(x)�1 / e
1/x is a nontrivial solution of the homogeneous equa-

tion (as the di↵erence of any two distinct solutions must be). So by carefully
analyzing the sum of the unique divergent series solution, we actually discover
the other solutions that we thought were missing. Indeed, it is apparent that
the general solution of the ODE for arbitrary x must have the form

f(x) =

Z

�x+
a

2⇡i�0

e
�t/x

1 + t
dt =

Z

�x

e
�t/x

1 + t
dt+ ae

1/x

where �0 is a positively oriented loop that wraps once around the singular point
t = �1, and a 2 C is a constant.

This behaviour, in which the function defined by a divergent series jumps
along a ray, is an archetypal example of the Stokes phenomenon. It is the
key to resurgence theory: the crucial missing term e

�1/x has “resurged” from
amidst the fog of the divergent series to produce the discontinuity.

3 Borel summation

Let us briefly summarize the Borel summation procedure that we have employed;
we will be more precise about this process in the coming weeks. Starting from
a power series in the variable x, say

f =
1X

k=0

akx
k+1

,

we formed its Borel transform

f̂ =
1X

k=0

akt
k

k!
,

which is a series in a new variable t. For x > 0, the Borel sum of f is given
by

f(x) =

Z 1

0
f̂(t)e�t/x

dt.
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̂f f

sθ( f(x)) = L ∘ B( f(x)) = ∫
∞eiθ

0

̂f(t) e−t/xdt

θ = 0
̂f
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We have the following diagram

Convergent series �! Summation �! Analytic functions

�! �!

operations
“all”
under
C

losure

operations
“all”
under
C

losure

�! �!

Transseries �! E-B Summation �! Analyzable functions

This is the only known way to close functions under the listed operations.

16 Asymptotics and Borel summability

Transseries, as constructed by Écalle, are the closure of series under a num-
ber of operations, including

(i) Algebraic operations: addition, multiplication and their inverses.
(ii) Di↵erentiation and integration.
(iii) Composition and functional inversion.
However, operations (i), (ii) and (iii) are far from su�cient; for instance

di↵erential equations cannot be solved through (i)–(iii). Indeed, most ODEs
cannot be solved by quadratures, i.e., by finite combinations of integrals of
simple functions, but by limits of these operations. Limits though are not
easily accommodated in the construction. Instead we can allow for

(iv) Solution of fixed point problems of formally contractive mappings, see
§3.8.

Operation (iv) was introduced by abstracting from the way problems with
a small parameter4 are solved by successive approximations.

Theorem. Transseries are closed under (i)–(iv).
This will be formulated precisely and proved in §4 and §4.9; it means many

problems can be solved within transseries. It seems unlikely though that even
with the addition of (iv) do we obtain all that is needed to solve asymptotic
problems; more needs to be understood.

Analyzable functions, BE summation. To establish a one-to-one iso-
morphic correspondence between a class of transseries and functions, Écalle
also vastly generalized Borel summation.

Borel-Écalle (BE) summation, when it applies, extends usual summation,
it does not depend on how the transseries was obtained, while preserving all
basic relations and operations. The sum of a BE summable transseries is, by
definition, an analyzable function.

BE summable transseries are known to be closed under operations (i)–(iii)
but not yet (iv). BE summability has been shown to apply generic systems of
linear or nonlinear ODEs, PDEs (including the Schrödinger equation, Navier-
Stokes) etc., quantum field theory, KAM (Kolmogorov-Arnold-Moser) theory,
and so on. Some concrete theorems will be given later.

The representation by transseries is e↵ective, the function associated to a
transseries closely following the behavior expressed in the successive, ordered,
terms of its transseries.

Determining the transseries of a function f is the “analysis” of f , and
transseriable functions are “analyzable,” while the opposite process, recon-
struction by BE summation of a function from its transseries is known as
“synthesis.”

4The small parameter could be the independent variable itself.
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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We have the following diagram

Convergent series �! Summation �! Analytic functions
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operations
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operations
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Transseries �! E-B Summation �! Analyzable functions

This is the only known way to close functions under the listed operations.

This is the well-known Borel summation

16 Asymptotics and Borel summability

Transseries, as constructed by Écalle, are the closure of series under a num-
ber of operations, including

(i) Algebraic operations: addition, multiplication and their inverses.
(ii) Di↵erentiation and integration.
(iii) Composition and functional inversion.
However, operations (i), (ii) and (iii) are far from su�cient; for instance

di↵erential equations cannot be solved through (i)–(iii). Indeed, most ODEs
cannot be solved by quadratures, i.e., by finite combinations of integrals of
simple functions, but by limits of these operations. Limits though are not
easily accommodated in the construction. Instead we can allow for

(iv) Solution of fixed point problems of formally contractive mappings, see
§3.8.

Operation (iv) was introduced by abstracting from the way problems with
a small parameter4 are solved by successive approximations.

Theorem. Transseries are closed under (i)–(iv).
This will be formulated precisely and proved in §4 and §4.9; it means many

problems can be solved within transseries. It seems unlikely though that even
with the addition of (iv) do we obtain all that is needed to solve asymptotic
problems; more needs to be understood.

Analyzable functions, BE summation. To establish a one-to-one iso-
morphic correspondence between a class of transseries and functions, Écalle
also vastly generalized Borel summation.

Borel-Écalle (BE) summation, when it applies, extends usual summation,
it does not depend on how the transseries was obtained, while preserving all
basic relations and operations. The sum of a BE summable transseries is, by
definition, an analyzable function.

BE summable transseries are known to be closed under operations (i)–(iii)
but not yet (iv). BE summability has been shown to apply generic systems of
linear or nonlinear ODEs, PDEs (including the Schrödinger equation, Navier-
Stokes) etc., quantum field theory, KAM (Kolmogorov-Arnold-Moser) theory,
and so on. Some concrete theorems will be given later.

The representation by transseries is e↵ective, the function associated to a
transseries closely following the behavior expressed in the successive, ordered,
terms of its transseries.

Determining the transseries of a function f is the “analysis” of f , and
transseriable functions are “analyzable,” while the opposite process, recon-
struction by BE summation of a function from its transseries is known as
“synthesis.”

4The small parameter could be the independent variable itself.
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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Figure 3: Avoiding the pole at t = �1

Thus f(x)+ � f(x)�1 / e
1/x is a nontrivial solution of the homogeneous equa-

tion (as the di↵erence of any two distinct solutions must be). So by carefully
analyzing the sum of the unique divergent series solution, we actually discover
the other solutions that we thought were missing. Indeed, it is apparent that
the general solution of the ODE for arbitrary x must have the form

f(x) =

Z

�x+
a

2⇡i�0

e
�t/x

1 + t
dt =

Z

�x

e
�t/x

1 + t
dt+ ae

1/x

where �0 is a positively oriented loop that wraps once around the singular point
t = �1, and a 2 C is a constant.

This behaviour, in which the function defined by a divergent series jumps
along a ray, is an archetypal example of the Stokes phenomenon. It is the
key to resurgence theory: the crucial missing term e

�1/x has “resurged” from
amidst the fog of the divergent series to produce the discontinuity.

3 Borel summation

Let us briefly summarize the Borel summation procedure that we have employed;
we will be more precise about this process in the coming weeks. Starting from
a power series in the variable x, say

f =
1X

k=0

akx
k+1

,

we formed its Borel transform

f̂ =
1X

k=0

akt
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k!
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which is a series in a new variable t. For x > 0, the Borel sum of f is given
by

f(x) =

Z 1

0
f̂(t)e�t/x

dt.
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We have the following diagram

Convergent series �! Summation �! Analytic functions

�! �!

operations
“all”
under
C

losure

operations
“all”
under
C

losure

�! �!

Transseries �! E-B Summation �! Analyzable functions

This is the only known way to close functions under the listed operations.

This is the well-known Borel summation

16 Asymptotics and Borel summability

Transseries, as constructed by Écalle, are the closure of series under a num-
ber of operations, including

(i) Algebraic operations: addition, multiplication and their inverses.
(ii) Di↵erentiation and integration.
(iii) Composition and functional inversion.
However, operations (i), (ii) and (iii) are far from su�cient; for instance

di↵erential equations cannot be solved through (i)–(iii). Indeed, most ODEs
cannot be solved by quadratures, i.e., by finite combinations of integrals of
simple functions, but by limits of these operations. Limits though are not
easily accommodated in the construction. Instead we can allow for

(iv) Solution of fixed point problems of formally contractive mappings, see
§3.8.

Operation (iv) was introduced by abstracting from the way problems with
a small parameter4 are solved by successive approximations.

Theorem. Transseries are closed under (i)–(iv).
This will be formulated precisely and proved in §4 and §4.9; it means many

problems can be solved within transseries. It seems unlikely though that even
with the addition of (iv) do we obtain all that is needed to solve asymptotic
problems; more needs to be understood.

Analyzable functions, BE summation. To establish a one-to-one iso-
morphic correspondence between a class of transseries and functions, Écalle
also vastly generalized Borel summation.

Borel-Écalle (BE) summation, when it applies, extends usual summation,
it does not depend on how the transseries was obtained, while preserving all
basic relations and operations. The sum of a BE summable transseries is, by
definition, an analyzable function.

BE summable transseries are known to be closed under operations (i)–(iii)
but not yet (iv). BE summability has been shown to apply generic systems of
linear or nonlinear ODEs, PDEs (including the Schrödinger equation, Navier-
Stokes) etc., quantum field theory, KAM (Kolmogorov-Arnold-Moser) theory,
and so on. Some concrete theorems will be given later.

The representation by transseries is e↵ective, the function associated to a
transseries closely following the behavior expressed in the successive, ordered,
terms of its transseries.

Determining the transseries of a function f is the “analysis” of f , and
transseriable functions are “analyzable,” while the opposite process, recon-
struction by BE summation of a function from its transseries is known as
“synthesis.”

4The small parameter could be the independent variable itself.
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].

References

[1] W. Heisenberg, W. Pauli, Z. Phys. 56 (1929) 1–61, http://dx.doi.org/10.1007/BF01340129, (in German).
[2] J.S. Schwinger, Phys. Rev. 73 (1948) 416–417, http://dx.doi.org/10.1103/PhysRev.73.416.
[3] J.S. Schwinger, Phys. Rev. 74 (1948) 1439, http://dx.doi.org/10.1103/PhysRev.74.1439, 36(1948).
[4] J.S. Schwinger, Phys. Rev. 75 (1948) 651, http://dx.doi.org/10.1103/PhysRev.75.651, 59(1948).
[5] J.S. Schwinger, Phys. Rev. 76 (1949) 790–817, http://dx.doi.org/10.1103/PhysRev.76.790, 88(1949).
[6] R.P. Feynman, Rev. Modern Phys. 20 (1948) 367–387, http://dx.doi.org/10.1103/RevModPhys.20.367.
[7] R.P. Feynman, Phys. Rev. 74 (1948) 1430–1438, http://dx.doi.org/10.1103/PhysRev.74.1430.
[8] S. Tomonaga, Progr. Theoret. Phys. 1 (1946) 27–42, http://dx.doi.org/10.1143/PTP.1.27.
[9] Z. Koba, T. Tati, S. i. Tomonaga, Progr. Theoret. Phys. 2 (3) (1947) 101–116, http://dx.doi.org/10.1143/ptp/2.3.101.

[10] S.-I. Tomonaga, J.R. Oppenheimer, Phys. Rev. 74 (1948) 224–225, http://dx.doi.org/10.1103/PhysRev.74.224.
[11] F.J. Dyson, Phys. Rev. 75 (1949) 486–502, http://dx.doi.org/10.1103/PhysRev.75.486.
[12] N.N. Bogolyubov, D.V. Shirkov, Intersci. Monogr. Phys. Astron. 3 (1959) 1–720.
[13] E.C.G. Stueckelberg, A. Petermann, Helv. Phys. Acta 24 (1951) 317–319.
[14] M. Gell-Mann, F.E. Low, Phys. Rev. 95 (1954) 1300–1312, http://dx.doi.org/10.1103/PhysRev.95.1300.
[15] F.J. Dyson, Phys. Rev. 85 (1952) 631–632, http://dx.doi.org/10.1103/PhysRev.85.631.
[16] L.N. Lipatov, Proceedings, XVIII International Conference on High-Energy Physics Volume 1: July (1976) 15-21 Tbilisi,

USSR, 1976, pp. A5.26–28.
[17] G. ’t Hooft, Subnucl. Ser. 15 (1979) 943.
[18] A. Maiezza, J.C. Vasquez, Ann. Physics 394 (2018) 84–97, http://dx.doi.org/10.1016/j.aop.2018.04.027, arXiv:1802.

06022.
[19] P. Argyres, M. Unsal, Phys. Rev. Lett. 109 (2012) 121601, http://dx.doi.org/10.1103/PhysRevLett.109.121601, arXiv:

1204.1661.
[20] O. Costin, Int. Math. Res. Not. 1995 (8) (1995) 377, http://dx.doi.org/10.1155/s1073792895000286.
[21] O. Costin, Duke Math. J. 93 (2) (1998) 289–344, http://dx.doi.org/10.1215/S0012-7094-98-09311-5.
[22] O. Costin, Monographs and Surveys in Pure and Applied Mathematics, Chapman and Hall/CRC, 2008.
[23] Y. Frishman, A.R. White, Nuclear Phys. B158 (1979) 221–233, http://dx.doi.org/10.1016/0550-3213(79)90197-4.
[24] K.G. Wilson, J.B. Kogut, Phys. Rep. 12 (1974) 75–200, http://dx.doi.org/10.1016/0370-1573(74)90023-4.
[25] G. Parisi, Phys. Lett. 76B (1978) 65–66, http://dx.doi.org/10.1016/0370-2693(78)90101-6.
[26] G. Parisi, Phys. Rep. 49 (1979) 215–219, http://dx.doi.org/10.1016/0370-1573(79)90111-X.
[27] C.G. Callan, Jr, Phys. Rev. D 2 (1970) 1541–1547, http://dx.doi.org/10.1103/PhysRevD.2.1541.
[28] K. Symanzik, Comm. Math. Phys. 18 (1970) 227–246, http://dx.doi.org/10.1007/BF01649434.
[29] M. Loewe, C. Valenzuela, Modern Phys. Lett. A 15 (2000) 1181–1190, http://dx.doi.org/10.1142/S0217732300001481,

arXiv:hep-th/9911151.
[30] M. Correa, M. Loewe, D. Valenzuela, R. Zamora, Magnetic renormalons in a scalar self interacting ��4 theory.

arXiv:190106426.
[31] W.Y. Crutchfield, I.I., Phys. Lett. 91B (1980) 425–427, http://dx.doi.org/10.1016/0370-2693(80)91012-6.
[32] N.N. Bogoliubow, O.S. Parasiuk, Acta Math. 97 (1957) 227–266, http://dx.doi.org/10.1007/BF02392399.
[33] K. Hepp, Comm. Math. Phys. 2 (1966) 301–326, http://dx.doi.org/10.1007/BF01773358.
[34] K.G. Wilson, Phys. Rev. D 3 (1971) 1818, http://dx.doi.org/10.1103/PhysRevD.3.1818.
[35] H. Mera, T.G. Pedersen, B.K. Nikoli¢, Phys. Rev. D 97 (10) (2018) 105027, http://dx.doi.org/10.1103/PhysRevD.

97105027, arXiv:180206034.
[36] O. Antipin, A. Maiezza, J. Carlos Vasquez, Nuclear Phys. B. https://dx.doi.org/10.1016/j.nuclphysb.201902014, arXiv:

180705060, http://www.sciencedirect.com/science/article/pii/S0550321319300422.
[37] G. Altarelli, 5th Hellenic School and Workshops on Elementary Particle Physics (CORFU 1995) Corfu, Greece,

September (1995) 3–24, 1995, pp. 221–236, 221(1996). http://preprints.cern.ch/cgi-bin/setlink?base=preprint&categ=
cern&id=th-95-309.

[38] I. Aniceto, G. Basar, R. Schiappa, A primer on resurgent transseries and their asymptotics. arXiv:1802.10441.

9

Borel-Ecalle summation



Instatons and RenormalonsUV renormalons in �
4

Consider the diagram after the renormalization procedure
(reabsorbing the infinite pieces in the counterterms)

(n� 1)bubbles

k + l

pp p + k

l

Figure: ’t Hooft’s skeleton diagram.

[’t Hooft ’79]

(Comment. There is in literature also who argues against their
existence [Suslov ’05]. Conversely, there are compelling evidence of
their existence in QCD (from lattice perturbation theory)
[Bauer-Bali-Pineda, ’12].)

λϕ(x)4

∝ n!λn+1

10

966 

Fig. 5 

G. 't HOOFT 

? 

1 2 3 4 
renormalons 

Singularities for QED. Here the units are 3TI, 
if a is the original expansion parameter. 

IR divergencies 

? 
) ) instantons 

+ 
renormalons -4 

lr, 

Fig. 6 Borel z plane for QeD. The circles denote IR 
divergences that might vanish or become unim-
portant in colour-free channels. 

the same as discussed for the unltraviolet singularities. The in-

stanton singularities corne on top of these (Fig. 6). 

An interesting speculation is that these infra-red singulari-

ties are only surmountable in colourless channels, but the integra-

tion over these singularities becomes impossible in single quark-

or gluon- channels. It is likely that these singularities are re-

lated to the quark confinement mechanism. 

T’ Hooft 1979

(At least) Two problems: n!-behavior sources

I Instantons: these can be treated with semi-classical methods
(expansions around saddle points, e.g. see[Lipatov 1977],
optimal truncation,...). The semi-classicality refers to the fact
that instantons are related to minimization of the classical
action, and they are usually connected with tunneling (e.g.
bounce solutions and vacuum decay that are indeed
semi-classical calculations, see[Coleman 1977]). So they are
not ”dangerous objects” for QFT.

I Renormalons: deep problem, no semi-classical limit, no way to
avoid the ambiguity ) they signal some inconsistency in the
attempt to extend renormalization to finite values of the
coupling.

As said above, because these objects (and because of the path
deformation of the Laplace integral), series are turned in
transseries.

CAN WE MAKE SENSE OUT OF "QUANTUM CHROMODYNAMICS"? 963 

had a strictly finite theory, with bounded propagators, bounded in-

tegrals and all that. Individual diagrams in such a theory are then 

bounded by a pure power law as a function of their order n. The 

only way that factors n! can arise is because there are n! diagrams 

at nth order and they may not cancel each other very well. This is 

how in the statistical treatment the instanton singularity occurs. 

But in realistic four-dimensional renormalizable field theories, the 

power law for individual Feynman diagrams no longer holds. A simple 

example is quantum-electrodynamics. We consider the diagrams of the 

type shown in Fig. 3. 

q 

Fig. 3 Fourth member of a subclass of dia-
grams discussed in this section. 

It is the class of diagrams with n electron bubbles in a row, which 

in itself closes again a loop. It is well known that each electron 

bubble separately behaves for large k 2 as 

(8.1) 

and each propagator as (k2 )-1. Thus, for large k 2 the integrand in 

the k variable behaves as 

QED

Renormalons
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1.We apply the a Borel-Ecalle resummation procedure to renormalons,  merging it with theory 
Renormalization Group.  

2. Extends  perturbation theory to be valid for finite coupling. PT is only valid when  (Dyson 
1957) 

3.We get a transseries analytic expression for the QCD Adler function described by a finite number 
of arbitrary constants after resumming renormalons 
 

 

4.We then apply these new ideas to the QCD Adler function and find we can fit the “experimental 
Adler function” using an effective running for the strong coupling  
 

αs → 0

D(Q2) = D0(Q2) −
4π
β0

c1e
2

β0 αs(Q2) + Ce
1

β0 αs(Q2) ( 1
αs(Q2) )

ap

D1(Q2) ,

αs

A. Maiezza and J.C. Vasquez Physics Letters B 817 (2021) 136338

renormalons. Nevertheless, it can be matched with data to fix it. We shall do this procedure for the IR renormalons of the Adler function 
in QCD, which is related to the two-point Green function of two massless quark currents.

2. Renormalization group equation and renormalons in the two-point correlation function

We implement the resurgence of the renormalization group equation (RRGE), proposed in Refs. [27,28], for the QCD Adler function. The 
basic idea is that the two-point Green function is an analyzable function satisfying the RGE and its renormalon singularities can be 
resummed [27].

Consider the two-point correlation function of two massless quark currents jµ = q̄γµq

−i
∫

d4xe−iqx 〈
0
∣∣T

(
jµ(x) jv(0)

)∣∣ 0
〉
=

(
qµqv − q2 gµv

)
"

(
Q 2

)
, (1)

where Q 2 = −q2. Defining L = ln( Q 2

µ2 ), the function "(L, αs) obeys RGE, namely
[
−∂L + β(αs)∂αs − γ (αs)

]
"(L,αs) = 0 , (2)

where β(αs) = µ2 dαs
dµ2 = β0α2

s + β1α3
s + O(αs)

4. Without any loss of generality one can define

"(αs) :=
∞∑

i=0

γi(αs)Li + R(αs). (3)

The series represents the perturbative expansion and the function γ0(αs) is the perturbative finite part, which does not vanish when 
L → 0; the function R(αs) is a non-perturbative correction to the two-point Green function. The expression (3) was also suggested in 
Refs. [33,34].

Notice that in perturbation theory γ0(αs) is finite and hence the renormalization condition γ0 = 1 is well defined. This does not hold 
at the non-perturbative level, and in particular, it does not hold for the renormalon contributions, which give a γ0 ∼ n! and hence an 
ill-defined expression.1 In order to stress this last point, we have defined Eq. (3) in a slightly different way from the original Ref. [28].

From Eq. (2), it is straightforward to derive the following equation for the function R(g)

dR(αs)

dαs
= q

β0α2
s

R(αs) + β0(a0q + a + s) − β1 q

β2
0

R(αs)

αs
+ a0

(
a
β0

− 1
)

+ O(R(αs)
2) (4)

where the anomalous dimension γ (αs) = γ1(αs) + q R(αs) + 1
2 (2sαs R(αs)) + O(R2|αs R), its perturbative part γ1(αs) = aαs + O(α2

s ), in 
agreement with Ref. [28]; finally γ0(αs) := 1 + a0αs + O(α2

s ).
The Borel transform of the solution B[R(g)] ≡ R̃(z) to Eq. (4) has an infinite number of singularities at q/β0, q ∈ N . The coefficient 

of the term R(αs)/αs , which we shall denote ap , determines the kind of pole in R̃(z) as follows (z + q/β0)
−1−ap . The non-linearity in R , 

whose explicit form is irrelevant for our purpose, is the source of the infinite number of poles in R̃(z). Furthermore, the non-linearity in 
Eq. (4) leads also to logarithmic branch points: if one starts with a pole (z + q/β0)

−1−ap , the non-linear term recursively generates a pole 
(z + (q + 1)/β0)

−1−ap and a log(z + q/β0).2

The parameters q (and ap ) in Eq. (4) are not calculable a priori but can be found by matching with an explicit computation. Since 
the n-bubble computation of Ref. [5] exhibits the same type of singularities of the solution to Eq. (4), one must thus identify R with: 
the Borel-Ecalle resummation (synthesis in Ref. [27]) of the ultraviolet (UV) renormalons for non-asymptotically free models when q = 1; 
the synthesis of the IR renormalons for an asymptotically free model when q = −1. In this work, we are interested in the IR case. The 
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In summary, the solution of Eq. (4) can be written in terms of a single-parameter transseries [30]. As a consequence, the two-point 
Green function can be reconstructed up to an arbitrary constant due to the unknown initial condition of Eq. (4). This new approach 
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3. The Adler function and the resurgence of the renormalization group equation

The Adler function D is

D
(

Q 2
)

= 4π2 Q 2 d"
(

Q 2)

dQ 2 , (5)

where "(Q 2) is defined in Eq. (1). The Adler function can be written at any order in perturbation theory as follows

D pert

(
Q 2

)
= 1 + αs

π

∞∑

n=0

αn
s
[
dn (−β0)

n + δn
]
. (6)

The perturbative expression is known up to n = 3 [38–40] i.e. up to O(α4
s ) (see table 4 of Ref. [15]). In this paper, we consider the 

contribution of the so-called “fermion bubble graphs” to the Adler function. Since the renormalons dominate the large order behavior of 

1 This is nothing but the manifestation of the impossibility of defining the pole mass at the non-perturbative level [35,36].
2 See Refs. [30,37] for the analysis of this kind of equations. In particular, R and αs have to be identified with the expansion variables y and 1/x of Ref. [30] respectively.
3 Which are usually parameterized using the OPE e.g. see Ref. [14].
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.

1
To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point

in a separate publication.
2

It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).

Parameter Low energy fit aµ discrepancy
K 0.80512 0.86501
C 0.23957 0.76396
c1 -0.35794 -0.18437
⇤ 697 MeV 677 MeV

TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].

The leading order hadronic vacuum polarization con-
tribution in terms of the QCD Adler function is of the
form [55, 59]

a(h.v.p.)
µ = 2⇡2
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(1� x)(2� x)D (Q) , (10)

where ↵ ' 1/137 is the electromagnetic coupling con-
stant, and Q =

q
x2

1�xm
2
µ.

By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]
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, (8)
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2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.

1
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GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
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in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).
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along its spin ~s is given by
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~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]
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denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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the data in the whole range. To our knowledge, this is
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pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).
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plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.
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fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
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Adler function. The result is graphically illustrated in
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We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.

1
To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point

in a separate publication.
2

It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).

Parameter Low energy fit aµ discrepancy
K 0.80512 0.86501
C 0.23957 0.76396
c1 -0.35794 -0.18437
⇤ 697 MeV 677 MeV

TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].

The leading order hadronic vacuum polarization con-
tribution in terms of the QCD Adler function is of the
form [55, 59]

a(h.v.p.)
µ = 2⇡2

⇣↵
⇡

⌘2
Z 1

0

dx

x
(1� x)(2� x)D (Q) , (10)

where ↵ ' 1/137 is the electromagnetic coupling con-
stant, and Q =

q
x2

1�xm
2
µ.

By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying

3
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⇣
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⇣
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. (7)
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Quantum effects correct the value g = 2 and the devia-
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First, we correctly reproduce the leading contribution to
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modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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renormalons. Nevertheless, it can be matched with data to fix it. We shall do this procedure for the IR renormalons of the Adler function 
in QCD, which is related to the two-point Green function of two massless quark currents.

2. Renormalization group equation and renormalons in the two-point correlation function

We implement the resurgence of the renormalization group equation (RRGE), proposed in Refs. [27,28], for the QCD Adler function. The 
basic idea is that the two-point Green function is an analyzable function satisfying the RGE and its renormalon singularities can be 
resummed [27].

Consider the two-point correlation function of two massless quark currents jµ = q̄γµq

−i
∫

d4xe−iqx 〈
0
∣∣T

(
jµ(x) jv(0)

)∣∣ 0
〉
=

(
qµqv − q2 gµv

)
"

(
Q 2

)
, (1)

where Q 2 = −q2. Defining L = ln( Q 2

µ2 ), the function "(L, αs) obeys RGE, namely
[
−∂L + β(αs)∂αs − γ (αs)

]
"(L,αs) = 0 , (2)

where β(αs) = µ2 dαs
dµ2 = β0α2

s + β1α3
s + O(αs)

4. Without any loss of generality one can define

"(αs) :=
∞∑

i=0

γi(αs)Li + R(αs). (3)

The series represents the perturbative expansion and the function γ0(αs) is the perturbative finite part, which does not vanish when 
L → 0; the function R(αs) is a non-perturbative correction to the two-point Green function. The expression (3) was also suggested in 
Refs. [33,34].

Notice that in perturbation theory γ0(αs) is finite and hence the renormalization condition γ0 = 1 is well defined. This does not hold 
at the non-perturbative level, and in particular, it does not hold for the renormalon contributions, which give a γ0 ∼ n! and hence an 
ill-defined expression.1 In order to stress this last point, we have defined Eq. (3) in a slightly different way from the original Ref. [28].

From Eq. (2), it is straightforward to derive the following equation for the function R(g)

dR(αs)

dαs
= q

β0α2
s

R(αs) + β0(a0q + a + s) − β1 q

β2
0

R(αs)

αs
+ a0

(
a
β0

− 1
)

+ O(R(αs)
2) (4)

where the anomalous dimension γ (αs) = γ1(αs) + q R(αs) + 1
2 (2sαs R(αs)) + O(R2|αs R), its perturbative part γ1(αs) = aαs + O(α2

s ), in 
agreement with Ref. [28]; finally γ0(αs) := 1 + a0αs + O(α2

s ).
The Borel transform of the solution B[R(g)] ≡ R̃(z) to Eq. (4) has an infinite number of singularities at q/β0, q ∈ N . The coefficient 

of the term R(αs)/αs , which we shall denote ap , determines the kind of pole in R̃(z) as follows (z + q/β0)
−1−ap . The non-linearity in R , 

whose explicit form is irrelevant for our purpose, is the source of the infinite number of poles in R̃(z). Furthermore, the non-linearity in 
Eq. (4) leads also to logarithmic branch points: if one starts with a pole (z + q/β0)

−1−ap , the non-linear term recursively generates a pole 
(z + (q + 1)/β0)

−1−ap and a log(z + q/β0).2

The parameters q (and ap ) in Eq. (4) are not calculable a priori but can be found by matching with an explicit computation. Since 
the n-bubble computation of Ref. [5] exhibits the same type of singularities of the solution to Eq. (4), one must thus identify R with: 
the Borel-Ecalle resummation (synthesis in Ref. [27]) of the ultraviolet (UV) renormalons for non-asymptotically free models when q = 1; 
the synthesis of the IR renormalons for an asymptotically free model when q = −1. In this work, we are interested in the IR case. The 
parameter ap depends on the particular model under consideration and will be discussed for QCD in what follows.

In summary, the solution of Eq. (4) can be written in terms of a single-parameter transseries [30]. As a consequence, the two-point 
Green function can be reconstructed up to an arbitrary constant due to the unknown initial condition of Eq. (4). This new approach 
reduces the infinite number of arbitrary constants3 stemming from the renormalons to one parameter that we shall denote C .

3. The Adler function and the resurgence of the renormalization group equation

The Adler function D is

D
(

Q 2
)

= 4π2 Q 2 d"
(

Q 2)

dQ 2 , (5)

where "(Q 2) is defined in Eq. (1). The Adler function can be written at any order in perturbation theory as follows

D pert

(
Q 2

)
= 1 + αs

π

∞∑

n=0

αn
s
[
dn (−β0)

n + δn
]
. (6)

The perturbative expression is known up to n = 3 [38–40] i.e. up to O(α4
s ) (see table 4 of Ref. [15]). In this paper, we consider the 

contribution of the so-called “fermion bubble graphs” to the Adler function. Since the renormalons dominate the large order behavior of 

1 This is nothing but the manifestation of the impossibility of defining the pole mass at the non-perturbative level [35,36].
2 See Refs. [30,37] for the analysis of this kind of equations. In particular, R and αs have to be identified with the expansion variables y and 1/x of Ref. [30] respectively.
3 Which are usually parameterized using the OPE e.g. see Ref. [14].

2

−i∫ d4xe−iqx ⟨0 T (jμ(x)jv(0)) 0⟩ = (qμqv − q2gμv) Π (Q2) ,

https://inspirehep.net/authors/1010924
https://inspirehep.net/authors/1004419
https://inspirehep.net/authors/1003519
https://inspirehep.net/authors/984786
https://arxiv.org/abs/hep-ph/9812521
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• Consider 
 

  
 
where  
 

 , where   (all  contributions inside )


•  satisfies the RGEs 
 

  

 
As it is well known one can use this equation to find the Green function at all orders in PT

Γ(2)
R ≡ i (p2 − m2) G(L, αs)

G(L, αs) = γ0(αs) +
∞

∑
i=1

γi(αs)Li + R(αs) R(αs) ∝ n! n! R(g)

G

[−∂L + β(αs)∂αs
− γ] G(L, αs) = 0 , β(αs) =

dαs(μ)
d log(μ)

, γ(αs) =
1
2

d log Z
d log(μ)

=RGE 1
2

d log G
d log(μ)

,

L = log(μ)
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    β(αs) = μ2 dαs

dμ2
= β0α2

s + β1α3
s + 𝒪(αs)4

13



RGE,  Renormalons and Resurgence 
JUAN CARLOS VASQUEZ. EMAIL: JVASQUEZCARM@UMASS.EDU. ACFI & UMASS AMHERST 

• Plugging this non-perturbative  into the RGE, one get at 

 
 




• Recall that in perturbation theory the 2-point function may be written as  
 

 

 and using the renormalization condition G = 1 when ,  

G(L, αs) =
∞

∑
i=0

γi(αs)Li + R(αs)

𝒪(L0)

R′ (αs) =
2(γ(αs) − γ1(αs))

β(αs)
+

2 γ(αs)
β(αs)

R ,

G ∼ γ0 +
∞

∑
i

γi(αs)Li ,

L = ln(−q2/μ2) L = 0 γ0 = 1
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• Using the results of Refereces 
 
 
 
 

  

,  

 
 

 

dR(αs)
dαs

=
q

β0α2
s

R(αs) +
β0(a0q + a + s) − β1 q

β2
0

R(αs)
αs

+ a0 ( a
β0

− 1) + 𝒪(R(αs)2)

γ(αs) = γ1(αs) + q R(αs) +
1
2

(2sαsR(αs)) + 𝒪(R2 |αsR)

γ1(αs) = aαs + 𝒪(α2
s )

γ0(αs) := 1 + a0αs + 𝒪(α2
s )

• A. Maiezza and J. C. Vasquez, Non-local Lagrangians from Renormalons and Analyzable Functions, Annals Phys. 407 (2019) 78–
91, [1902.05847].  

• J. Bersini, A. Maiezza and J. C. Vasquez, Resurgence of the Renormalization Group Equation, Annals Phys. 415 (2020) 168126, 
[1910.14507].
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ODE in αs

Non-linear in R(αs)

   β(αs) = μ2 dαs

dμ2
= β0α2

s + β1α3
s + 𝒪(αs)4
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ODE in αs

Non-linear in R(αs)

The solution to this equation is a  

Transseries R(αS) =
∞

∑
k=0

CnRn(αs) αkξ
s e

n
β0αs

−ξ
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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• The solution to the above non-linear equation is  
 

  (one parameter transseries) 


• The Borel transform of the solution is of the form  
 

 

 
from the bubble-diagrams expression then  and  is such that we get quadratic poles


• The above non-linear differential equation is precisely of the kind studied in  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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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1.  Consider the transseries  

 

2. We are interested in the difference  

 

f(x) =
∞

∑
n=0

fn(x)e−nλ/x

(sθ− − sθ+)f(x) = ∑
n

(sθ− fn − sθ+ fn) ⋅ e−nλ/x

sθ− = sθ+ ∘ 𝔖θ = sθ+ ∘ (1 + discθ)
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Figure 3. The di↵erence between left and right resummation along the singular direction ✓ as a sum
over Hankel contours.

terms of the form e
�z. These terms are of course exponentially suppressed for z ⇠ 1 but

across a Stokes line, precisely the terms that we have forgotten, become relevant and have to

be taken into account.

It is easy to see, by a simply contour deformation, that the di↵erence between the ✓
+

and ✓
� deformation is nothing but a sum over Hankel’s contours, and the discontinuity of

S across ✓ is given as an infinite sum of contribution coming from each one of the singular

points, see Figure 3.

Definition 11. The logarithm of the Stokes automorphism defines the Alien derivative �! by

S✓ = exp

0

@
X

!2�✓

e
�! z�!

1

A , (4.11)

where we denoted with �✓ the set of singular points of the Borel transform along the ✓

direction.

Using the above definition we can rewrite equation (4.8) as
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. (4.12)

The Alien, etranger, derivative can be thought of as the logarithm of the Stokes auto-

morphism, but our definition (4.11) is still pretty mysterious and unintelligible.

Example 5. To understand better how this Alien derivative works we can start with the easier

task of understanding the Stokes automorphism when the Borel transform of our formal power

series �̃(z) 2 gRES
simp

takes the form

�̂(⇣) =
↵

2⇡i (⇣ � !)
+

1

2⇡i
�̂(⇣ � !) log(⇣ � !) , (4.13)
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sθ( f(x)) = L ∘ B( f(x)) = ∫
∞eiθ

0

̂f(t) e−t/xdt
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The Stokes Automorphism  has the following structure 

  ,   

J. Écalle, Six lectures on transseries, analysable functions and the constructive proof of Dulac’s conjecture

  is the Alien Derivative (it has all the properties of a derivative)  

The following property holds  

 ,  denotes standard derivative 

J. Écalle, Six lectures on transseries, analysable functions and the constructive proof of Dulac’s conjecture

𝔖θ

𝔖θ = e
·Δθ

·Δθ ≡ log 𝔖θ

·Δθ

[ ·Δθ, ∂x] = 0 ∂x = ∂/∂x
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Consider 

Apply the Alien derivative 

 

Using   

J. Écalle, Six lectures on transseries, analysable functions and the constructive proof of dulac’s conjecture 
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dαs

=
q

β0α2
s

R(αs) +
β0(a0q + a + s) − β1 q

β2
0

R(αs)
αs

+ a0 ( a
β0

− 1) + 𝒪(R(αs)2)

·Δθ ( dR(αs)
dαs ) =

q
β0α2

s
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β0(a0q + a + s) − β1 q

β2
0

·ΔθR(αs)
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+ ·Δθ (a0 ( a
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− 1)) + 𝒪( ·ΔθR(αs)2)

[ ·Δθ, ∂αs] = 0

d ·ΔθR(αs)
dαs
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q

β0α2
s

·ΔθR(αs) +
β0(a0q + a + s) − β1 q

β2
0
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0
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Consider again

Apply the derivative with respect to the one parameter transseries (  )  

Compare with 
 

 
then 

    Ecalle Brigde Equation.  Holomorphic constant  

dR(αs)
dαs

=
q

β0α2
s

R(αs) +
β0(a0q + a + s) − β1 q

β2
0

R(αs)
αs

+ a0 ( a
β0

− 1) + 𝒪(R(αs)2)

∂C ≡ ∂/∂C

d∂CR(αs)
dαs

=
q

β0α2
s

∂CR(αs) +
β0(a0q + a + s) − β1 q

β2
0

∂CR(αs)
αs

+ 𝒪(∂CR(αs)2)

d ·ΔθR(αs)
dαs

=
q

β0α2
s

·ΔθR(αs) +
β0(a0q + a + s) − β1 q

β2
0

·ΔθR(αs)
αs

+ 𝒪( ·ΔθR(αs)2)

·ΔθR(αs) = Aθ ∂CR(αs) Aθ

Both  and  
Satisfy the same ODE  

·ΔθR(αs) ∂CR(αs)

R(αS) =
∞

∑
k=0

CnRn(αs) αkξ
s e

n
β0αs

One-parameter transseries
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Consider again

Apply the derivative with respect to the one parameter transseries (  )  

Compare with 
 

 
then 

    Ecalle Brigde Equation.  Holomorphic constant  

dR(αs)
dαs

=
q

β0α2
s

R(αs) +
β0(a0q + a + s) − β1 q

β2
0

R(αs)
αs

+ a0 ( a
β0

− 1) + 𝒪(R(αs)2)

∂C ≡ ∂/∂C

d∂CR(αs)
dαs

=
q

β0α2
s

∂CR(αs) +
β0(a0q + a + s) − β1 q

β2
0

∂CR(αs)
αs

+ 𝒪(∂CR(αs)2)

d ·ΔθR(αs)
dαs

=
q

β0α2
s

·ΔθR(αs) +
β0(a0q + a + s) − β1 q

β2
0

·ΔθR(αs)
αs

+ 𝒪( ·ΔθR(αs)2)

·ΔθR(αs) = Aθ ∂CR(αs) Aθ

Both  and  
Satisfy the same ODE  

·ΔθR(αs) ∂CR(αs)

R(αS) =
∞

∑
k=0

CnRn(αs) αkξ
s e

n
β0αs

One-parameter transseries
WE CAN FIT  FROM DATA  

DIFFICULT TO CALCULATE FOR INSTANTONS  
SEE DORIGONI, SCIAPPA REVIEWS 

AND IMPOSIBLE FOR RENORMALONS 
T’HOOFT (1979), ZINN-JUSTIN 

 MAIEZZA, VASQUEZ  
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    Ecalle Brigde Equation 

Plugging   above and equaling the powers of  in each 

side 

 
,  in particular    and so on …

This is Resurgence  

·ΔθR(αs) = Aθ ∂CR(αs)

R(αS) =
∞

∑
k=0

CKRk(αs) αkξ
s e

k
β0αs Cn αnξ

s e
n

β0αs

·ΔθRn(αs) = (n + 1) Aθ αξ
s e

1
β0αs Rn+1(αs)

·ΔθR0(αs) = Aθ αξ
s e

1
β0αs R1(αs)
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•  
3. Resurgence: once  is known, the functions  are given by  
 

,  

 
where 
 

 

 
4. The balanced average 
 

. 

 
This definition preserves reality in the sense that when  is a formal series with real coefficients, then the functions   are also  real 

. (Costin 2008)  
 
This operation unlike analytic continuation commutes with convolutions. 

Y0(z) Yk(z)

Sk
0Yk = (Y−

0 − Y−(k−1)+
0 ) ∘ τk τk : z → z + k

Y−m+
k = Y+

k +
m

∑
j=1

(k + j
k )Sj

0Y
+
k+j ∘ τ−j .

Ybal
k ≡ Y+

k +
∞

∑
n=1

2−n (Y−
k − Y−n−1+

k )

y0(g) ybal
k

∀k
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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Figure 1 The region W1

The dotted line is one of the paths that generate R1.

(see Figure 1), a sector containing only the eigenvalue λ1 = 1 and punctured at all the

integers (where the functions Bŷk are typically singular). We construct over W1 a surface

R1, consisting of homotopy classes of curves starting at the origin, going only forward

and crossing the real axis at most once:

R1 :=
{

γ : (0, 1) #→W1 s.t. γ(0+) = 0; % (γ(t)) increases in t and

0 = &(γ(t1)) = &(γ(t2))⇒ t1 = t2

}

(1.10)

modulo homotopies. Let also

D := C\ ∪n
i=1 {αλi : α ≥ 1} (1.11)

be the complex plane without the rays originating at the eigenvalues λi of Λ̂.

Using notations similar to those of Ecalle, we symbolize the paths in R1 by a

sequence of signs ε1, . . . , εj, . . . , εn, εj = + or −. For example, − − − − + = −4+ will

symbolize a path in R1 that crosses the real line from below through the interval (4, 5),

and then goes only through the upper half-plane (Figure 1); “+” is a path confined to the

upper half-plane, etc. The analytic continuation of a function Y along the path −4+ will

be denoted Y−
4+.

The result below gives a first characterization of the analytic properties of Bŷk.

(In the following, we choose the determination of the logarithm which is real for positive

argument.)

 at U
niversity of Sussex on A

ugust 23, 2015
http://im

rn.oxfordjournals.org/
D

ow
nloaded from

 

Y−4+
0

Image taken from Costin 1995

(  and    
in Costin’s book)
Borel(Rn(αs)) = Yn 1/αs = x
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• The Laplace transform: when  has poles in the positive real axis, the 
Laplace transform is modified as follows 
 

, 

 
where the balanced average guaranteed that the reality condition is 
satisfied


• In the mathematical literature , so the asymptotic expansions 
when  correspond to the weak coupling limit .

B(Rn)

ℰ (Rk) = ℒ ∘ ℬ (Rk) = ℒ (Rk) = ∫
∞

0
B(Rk)bale−z/αsdz

1/αs → x
x → ∞ αs → 0
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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The Adler function is defined as 
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renormalons. Nevertheless, it can be matched with data to fix it. We shall do this procedure for the IR renormalons of the Adler function 
in QCD, which is related to the two-point Green function of two massless quark currents.

2. Renormalization group equation and renormalons in the two-point correlation function

We implement the resurgence of the renormalization group equation (RRGE), proposed in Refs. [27,28], for the QCD Adler function. The 
basic idea is that the two-point Green function is an analyzable function satisfying the RGE and its renormalon singularities can be 
resummed [27].

Consider the two-point correlation function of two massless quark currents jµ = q̄γµq

−i
∫

d4xe−iqx 〈
0
∣∣T

(
jµ(x) jv(0)

)∣∣ 0
〉
=

(
qµqv − q2 gµv

)
"

(
Q 2

)
, (1)

where Q 2 = −q2. Defining L = ln( Q 2

µ2 ), the function "(L, αs) obeys RGE, namely
[
−∂L + β(αs)∂αs − γ (αs)

]
"(L,αs) = 0 , (2)

where β(αs) = µ2 dαs
dµ2 = β0α2

s + β1α3
s + O(αs)

4. Without any loss of generality one can define

"(αs) :=
∞∑

i=0

γi(αs)Li + R(αs). (3)

The series represents the perturbative expansion and the function γ0(αs) is the perturbative finite part, which does not vanish when 
L → 0; the function R(αs) is a non-perturbative correction to the two-point Green function. The expression (3) was also suggested in 
Refs. [33,34].

Notice that in perturbation theory γ0(αs) is finite and hence the renormalization condition γ0 = 1 is well defined. This does not hold 
at the non-perturbative level, and in particular, it does not hold for the renormalon contributions, which give a γ0 ∼ n! and hence an 
ill-defined expression.1 In order to stress this last point, we have defined Eq. (3) in a slightly different way from the original Ref. [28].

From Eq. (2), it is straightforward to derive the following equation for the function R(g)

dR(αs)

dαs
= q

β0α2
s

R(αs) + β0(a0q + a + s) − β1 q

β2
0

R(αs)

αs
+ a0

(
a
β0

− 1
)

+ O(R(αs)
2) (4)

where the anomalous dimension γ (αs) = γ1(αs) + q R(αs) + 1
2 (2sαs R(αs)) + O(R2|αs R), its perturbative part γ1(αs) = aαs + O(α2

s ), in 
agreement with Ref. [28]; finally γ0(αs) := 1 + a0αs + O(α2

s ).
The Borel transform of the solution B[R(g)] ≡ R̃(z) to Eq. (4) has an infinite number of singularities at q/β0, q ∈ N . The coefficient 

of the term R(αs)/αs , which we shall denote ap , determines the kind of pole in R̃(z) as follows (z + q/β0)
−1−ap . The non-linearity in R , 

whose explicit form is irrelevant for our purpose, is the source of the infinite number of poles in R̃(z). Furthermore, the non-linearity in 
Eq. (4) leads also to logarithmic branch points: if one starts with a pole (z + q/β0)

−1−ap , the non-linear term recursively generates a pole 
(z + (q + 1)/β0)

−1−ap and a log(z + q/β0).2

The parameters q (and ap ) in Eq. (4) are not calculable a priori but can be found by matching with an explicit computation. Since 
the n-bubble computation of Ref. [5] exhibits the same type of singularities of the solution to Eq. (4), one must thus identify R with: 
the Borel-Ecalle resummation (synthesis in Ref. [27]) of the ultraviolet (UV) renormalons for non-asymptotically free models when q = 1; 
the synthesis of the IR renormalons for an asymptotically free model when q = −1. In this work, we are interested in the IR case. The 
parameter ap depends on the particular model under consideration and will be discussed for QCD in what follows.

In summary, the solution of Eq. (4) can be written in terms of a single-parameter transseries [30]. As a consequence, the two-point 
Green function can be reconstructed up to an arbitrary constant due to the unknown initial condition of Eq. (4). This new approach 
reduces the infinite number of arbitrary constants3 stemming from the renormalons to one parameter that we shall denote C .

3. The Adler function and the resurgence of the renormalization group equation

The Adler function D is

D
(

Q 2
)

= 4π2 Q 2 d"
(

Q 2)

dQ 2 , (5)

where "(Q 2) is defined in Eq. (1). The Adler function can be written at any order in perturbation theory as follows

D pert

(
Q 2

)
= 1 + αs

π

∞∑

n=0

αn
s
[
dn (−β0)

n + δn
]
. (6)

The perturbative expression is known up to n = 3 [38–40] i.e. up to O(α4
s ) (see table 4 of Ref. [15]). In this paper, we consider the 

contribution of the so-called “fermion bubble graphs” to the Adler function. Since the renormalons dominate the large order behavior of 

1 This is nothing but the manifestation of the impossibility of defining the pole mass at the non-perturbative level [35,36].
2 See Refs. [30,37] for the analysis of this kind of equations. In particular, R and αs have to be identified with the expansion variables y and 1/x of Ref. [30] respectively.
3 Which are usually parameterized using the OPE e.g. see Ref. [14].

2

Consider the correlation function of two massless quark currents jμ = q̄γμq

−i∫ d4xe−iqx ⟨0 T (jμ(x)jv(0)) 0⟩ = (qμqv − q2gμv) Π (Q2) ,

Where Q2 = − q2

This function enters in the  ratio,  hadronic  decays and in the  
Hadronic vacuum polarization contributions of the  anomaly

Re+e− τ
g − 2
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renormalons. Nevertheless, it can be matched with data to fix it. We shall do this procedure for the IR renormalons of the Adler function 
in QCD, which is related to the two-point Green function of two massless quark currents.

2. Renormalization group equation and renormalons in the two-point correlation function

We implement the resurgence of the renormalization group equation (RRGE), proposed in Refs. [27,28], for the QCD Adler function. The 
basic idea is that the two-point Green function is an analyzable function satisfying the RGE and its renormalon singularities can be 
resummed [27].

Consider the two-point correlation function of two massless quark currents jµ = q̄γµq

−i
∫

d4xe−iqx 〈
0
∣∣T

(
jµ(x) jv(0)

)∣∣ 0
〉
=

(
qµqv − q2 gµv

)
"

(
Q 2

)
, (1)

where Q 2 = −q2. Defining L = ln( Q 2

µ2 ), the function "(L, αs) obeys RGE, namely
[
−∂L + β(αs)∂αs − γ (αs)

]
"(L,αs) = 0 , (2)

where β(αs) = µ2 dαs
dµ2 = β0α2

s + β1α3
s + O(αs)

4. Without any loss of generality one can define

"(αs) :=
∞∑

i=0

γi(αs)Li + R(αs). (3)

The series represents the perturbative expansion and the function γ0(αs) is the perturbative finite part, which does not vanish when 
L → 0; the function R(αs) is a non-perturbative correction to the two-point Green function. The expression (3) was also suggested in 
Refs. [33,34].

Notice that in perturbation theory γ0(αs) is finite and hence the renormalization condition γ0 = 1 is well defined. This does not hold 
at the non-perturbative level, and in particular, it does not hold for the renormalon contributions, which give a γ0 ∼ n! and hence an 
ill-defined expression.1 In order to stress this last point, we have defined Eq. (3) in a slightly different way from the original Ref. [28].

From Eq. (2), it is straightforward to derive the following equation for the function R(g)

dR(αs)

dαs
= q

β0α2
s

R(αs) + β0(a0q + a + s) − β1 q

β2
0

R(αs)

αs
+ a0

(
a
β0

− 1
)

+ O(R(αs)
2) (4)

where the anomalous dimension γ (αs) = γ1(αs) + q R(αs) + 1
2 (2sαs R(αs)) + O(R2|αs R), its perturbative part γ1(αs) = aαs + O(α2

s ), in 
agreement with Ref. [28]; finally γ0(αs) := 1 + a0αs + O(α2

s ).
The Borel transform of the solution B[R(g)] ≡ R̃(z) to Eq. (4) has an infinite number of singularities at q/β0, q ∈ N . The coefficient 

of the term R(αs)/αs , which we shall denote ap , determines the kind of pole in R̃(z) as follows (z + q/β0)
−1−ap . The non-linearity in R , 

whose explicit form is irrelevant for our purpose, is the source of the infinite number of poles in R̃(z). Furthermore, the non-linearity in 
Eq. (4) leads also to logarithmic branch points: if one starts with a pole (z + q/β0)

−1−ap , the non-linear term recursively generates a pole 
(z + (q + 1)/β0)

−1−ap and a log(z + q/β0).2

The parameters q (and ap ) in Eq. (4) are not calculable a priori but can be found by matching with an explicit computation. Since 
the n-bubble computation of Ref. [5] exhibits the same type of singularities of the solution to Eq. (4), one must thus identify R with: 
the Borel-Ecalle resummation (synthesis in Ref. [27]) of the ultraviolet (UV) renormalons for non-asymptotically free models when q = 1; 
the synthesis of the IR renormalons for an asymptotically free model when q = −1. In this work, we are interested in the IR case. The 
parameter ap depends on the particular model under consideration and will be discussed for QCD in what follows.

In summary, the solution of Eq. (4) can be written in terms of a single-parameter transseries [30]. As a consequence, the two-point 
Green function can be reconstructed up to an arbitrary constant due to the unknown initial condition of Eq. (4). This new approach 
reduces the infinite number of arbitrary constants3 stemming from the renormalons to one parameter that we shall denote C .

3. The Adler function and the resurgence of the renormalization group equation

The Adler function D is

D
(

Q 2
)

= 4π2 Q 2 d"
(

Q 2)

dQ 2 , (5)

where "(Q 2) is defined in Eq. (1). The Adler function can be written at any order in perturbation theory as follows

D pert

(
Q 2

)
= 1 + αs

π

∞∑

n=0

αn
s
[
dn (−β0)

n + δn
]
. (6)

The perturbative expression is known up to n = 3 [38–40] i.e. up to O(α4
s ) (see table 4 of Ref. [15]). In this paper, we consider the 

contribution of the so-called “fermion bubble graphs” to the Adler function. Since the renormalons dominate the large order behavior of 

1 This is nothing but the manifestation of the impossibility of defining the pole mass at the non-perturbative level [35,36].
2 See Refs. [30,37] for the analysis of this kind of equations. In particular, R and αs have to be identified with the expansion variables y and 1/x of Ref. [30] respectively.
3 Which are usually parameterized using the OPE e.g. see Ref. [14].
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renormalons. Nevertheless, it can be matched with data to fix it. We shall do this procedure for the IR renormalons of the Adler function 
in QCD, which is related to the two-point Green function of two massless quark currents.

2. Renormalization group equation and renormalons in the two-point correlation function

We implement the resurgence of the renormalization group equation (RRGE), proposed in Refs. [27,28], for the QCD Adler function. The 
basic idea is that the two-point Green function is an analyzable function satisfying the RGE and its renormalon singularities can be 
resummed [27].

Consider the two-point correlation function of two massless quark currents jµ = q̄γµq

−i
∫

d4xe−iqx 〈
0
∣∣T

(
jµ(x) jv(0)

)∣∣ 0
〉
=

(
qµqv − q2 gµv

)
"

(
Q 2

)
, (1)

where Q 2 = −q2. Defining L = ln( Q 2

µ2 ), the function "(L, αs) obeys RGE, namely
[
−∂L + β(αs)∂αs − γ (αs)

]
"(L,αs) = 0 , (2)

where β(αs) = µ2 dαs
dµ2 = β0α2

s + β1α3
s + O(αs)

4. Without any loss of generality one can define

"(αs) :=
∞∑

i=0

γi(αs)Li + R(αs). (3)

The series represents the perturbative expansion and the function γ0(αs) is the perturbative finite part, which does not vanish when 
L → 0; the function R(αs) is a non-perturbative correction to the two-point Green function. The expression (3) was also suggested in 
Refs. [33,34].

Notice that in perturbation theory γ0(αs) is finite and hence the renormalization condition γ0 = 1 is well defined. This does not hold 
at the non-perturbative level, and in particular, it does not hold for the renormalon contributions, which give a γ0 ∼ n! and hence an 
ill-defined expression.1 In order to stress this last point, we have defined Eq. (3) in a slightly different way from the original Ref. [28].

From Eq. (2), it is straightforward to derive the following equation for the function R(g)

dR(αs)

dαs
= q

β0α2
s

R(αs) + β0(a0q + a + s) − β1 q

β2
0

R(αs)

αs
+ a0

(
a
β0

− 1
)

+ O(R(αs)
2) (4)

where the anomalous dimension γ (αs) = γ1(αs) + q R(αs) + 1
2 (2sαs R(αs)) + O(R2|αs R), its perturbative part γ1(αs) = aαs + O(α2

s ), in 
agreement with Ref. [28]; finally γ0(αs) := 1 + a0αs + O(α2

s ).
The Borel transform of the solution B[R(g)] ≡ R̃(z) to Eq. (4) has an infinite number of singularities at q/β0, q ∈ N . The coefficient 

of the term R(αs)/αs , which we shall denote ap , determines the kind of pole in R̃(z) as follows (z + q/β0)
−1−ap . The non-linearity in R , 

whose explicit form is irrelevant for our purpose, is the source of the infinite number of poles in R̃(z). Furthermore, the non-linearity in 
Eq. (4) leads also to logarithmic branch points: if one starts with a pole (z + q/β0)

−1−ap , the non-linear term recursively generates a pole 
(z + (q + 1)/β0)

−1−ap and a log(z + q/β0).2

The parameters q (and ap ) in Eq. (4) are not calculable a priori but can be found by matching with an explicit computation. Since 
the n-bubble computation of Ref. [5] exhibits the same type of singularities of the solution to Eq. (4), one must thus identify R with: 
the Borel-Ecalle resummation (synthesis in Ref. [27]) of the ultraviolet (UV) renormalons for non-asymptotically free models when q = 1; 
the synthesis of the IR renormalons for an asymptotically free model when q = −1. In this work, we are interested in the IR case. The 
parameter ap depends on the particular model under consideration and will be discussed for QCD in what follows.

In summary, the solution of Eq. (4) can be written in terms of a single-parameter transseries [30]. As a consequence, the two-point 
Green function can be reconstructed up to an arbitrary constant due to the unknown initial condition of Eq. (4). This new approach 
reduces the infinite number of arbitrary constants3 stemming from the renormalons to one parameter that we shall denote C .

3. The Adler function and the resurgence of the renormalization group equation

The Adler function D is

D
(

Q 2
)

= 4π2 Q 2 d"
(

Q 2)

dQ 2 , (5)

where "(Q 2) is defined in Eq. (1). The Adler function can be written at any order in perturbation theory as follows

D pert

(
Q 2

)
= 1 + αs

π

∞∑

n=0

αn
s
[
dn (−β0)

n + δn
]
. (6)

The perturbative expression is known up to n = 3 [38–40] i.e. up to O(α4
s ) (see table 4 of Ref. [15]). In this paper, we consider the 

contribution of the so-called “fermion bubble graphs” to the Adler function. Since the renormalons dominate the large order behavior of 

1 This is nothing but the manifestation of the impossibility of defining the pole mass at the non-perturbative level [35,36].
2 See Refs. [30,37] for the analysis of this kind of equations. In particular, R and αs have to be identified with the expansion variables y and 1/x of Ref. [30] respectively.
3 Which are usually parameterized using the OPE e.g. see Ref. [14].

2

Where         and                    dn ∝ n! β(αs) = μ2 dαs

dμ2
= β0α2

s + β1α3
s + 𝒪(αs)4

(Divergent)

The perturbative expression is known up to   n = 3
• S. G. Gorishnii, A. L. Kataev and S. A. Larin, The O(αs

3)-corrections to 
σtot(e+e− → hadrons) and Γ(τ− → ντ + hadrons) in QCD, Phys. Lett. B 259 (1991) 144–150.  

•  L. R. Surguladze and M. A. Samuel, Total hadronic cross-section in e+ e- annihilation at the four loop level of perturbative QCD, Phys. Rev. Lett. 66 (1991) 560–563.  

• A. L. Kataev and V. V. Starshenko, Estimates of the higher order QCD corrections to R(s), R(tau) and deep inelastic scattering sum rules, Mod. Phys. Lett. A 10 (1995) 235–250, [hep-ph/9502348].  

!Some etymology: the word &renormalon' "rst appeared in 't Hooft (1977). Apparently, it was chosen, because the only
other known source of divergent behaviour, related to instantons, had been called &instanton divergence'. The divergent
behaviour discussed here was then novel and is characteristic of renormalizable "eld theories.

Fig. 1. The simplest set of &bubble' diagrams for the Adler function consists of all diagrams with any number of fermion
loops inserted into a single gluon line.

Fig. 2. The integrand of Eq. (2.19) for n"0 and n"2 as function of kK ". The vertical scale is arbitrary.

(UV) renormalon.! Eq. (2.22) is accurate up to relative corrections of order n (2/3)! from the infrared
and (1/2)! from the ultraviolet region. The corresponding singularities in the Borel plane lie at
t"!2/!

#"
(IR renormalon) and t"1/!

#"
(UV renormalon). Using Eqs. (2.7) and (2.8), the Borel

transform obtained from Eq. (2.22) reads

B[D](u)"3C
#

2! !Q"

""
e$%&'"$" 1

2!u
("rst IR renormalon)

#C
#

3!
Q"

""
e$%&'# 1

(1#u)"
#5

6
1

1#u$ ("rst UV renormalon) , (2.23)

where we de"ned u"!!
#"

t. The large-order behaviour of the Adler function is dominated by the
UV renormalon. The UV renormalon singularity is a double pole (Beneke, 1993a), which is
equivalent to the additional factor of n in Eq. (2.22) and can be traced back to the logarithm of kK " in
Eq. (2.21). Eq. (2.23) provides us with the singularities closest to the origin of the Borel plane. The
exact Borel transform of the set of diagrams of Fig. 1 is known (Beneke, 1993a; Broadhurst, 1993)
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renormalons. Nevertheless, it can be matched with data to fix it. We shall do this procedure for the IR renormalons of the Adler function 
in QCD, which is related to the two-point Green function of two massless quark currents.

2. Renormalization group equation and renormalons in the two-point correlation function

We implement the resurgence of the renormalization group equation (RRGE), proposed in Refs. [27,28], for the QCD Adler function. The 
basic idea is that the two-point Green function is an analyzable function satisfying the RGE and its renormalon singularities can be 
resummed [27].

Consider the two-point correlation function of two massless quark currents jµ = q̄γµq

−i
∫

d4xe−iqx 〈
0
∣∣T

(
jµ(x) jv(0)

)∣∣ 0
〉
=

(
qµqv − q2 gµv

)
"

(
Q 2

)
, (1)

where Q 2 = −q2. Defining L = ln( Q 2

µ2 ), the function "(L, αs) obeys RGE, namely
[
−∂L + β(αs)∂αs − γ (αs)

]
"(L,αs) = 0 , (2)

where β(αs) = µ2 dαs
dµ2 = β0α2

s + β1α3
s + O(αs)

4. Without any loss of generality one can define

"(αs) :=
∞∑

i=0

γi(αs)Li + R(αs). (3)

The series represents the perturbative expansion and the function γ0(αs) is the perturbative finite part, which does not vanish when 
L → 0; the function R(αs) is a non-perturbative correction to the two-point Green function. The expression (3) was also suggested in 
Refs. [33,34].

Notice that in perturbation theory γ0(αs) is finite and hence the renormalization condition γ0 = 1 is well defined. This does not hold 
at the non-perturbative level, and in particular, it does not hold for the renormalon contributions, which give a γ0 ∼ n! and hence an 
ill-defined expression.1 In order to stress this last point, we have defined Eq. (3) in a slightly different way from the original Ref. [28].

From Eq. (2), it is straightforward to derive the following equation for the function R(g)

dR(αs)

dαs
= q

β0α2
s

R(αs) + β0(a0q + a + s) − β1 q

β2
0

R(αs)

αs
+ a0

(
a
β0

− 1
)

+ O(R(αs)
2) (4)

where the anomalous dimension γ (αs) = γ1(αs) + q R(αs) + 1
2 (2sαs R(αs)) + O(R2|αs R), its perturbative part γ1(αs) = aαs + O(α2

s ), in 
agreement with Ref. [28]; finally γ0(αs) := 1 + a0αs + O(α2

s ).
The Borel transform of the solution B[R(g)] ≡ R̃(z) to Eq. (4) has an infinite number of singularities at q/β0, q ∈ N . The coefficient 

of the term R(αs)/αs , which we shall denote ap , determines the kind of pole in R̃(z) as follows (z + q/β0)
−1−ap . The non-linearity in R , 

whose explicit form is irrelevant for our purpose, is the source of the infinite number of poles in R̃(z). Furthermore, the non-linearity in 
Eq. (4) leads also to logarithmic branch points: if one starts with a pole (z + q/β0)

−1−ap , the non-linear term recursively generates a pole 
(z + (q + 1)/β0)

−1−ap and a log(z + q/β0).2

The parameters q (and ap ) in Eq. (4) are not calculable a priori but can be found by matching with an explicit computation. Since 
the n-bubble computation of Ref. [5] exhibits the same type of singularities of the solution to Eq. (4), one must thus identify R with: 
the Borel-Ecalle resummation (synthesis in Ref. [27]) of the ultraviolet (UV) renormalons for non-asymptotically free models when q = 1; 
the synthesis of the IR renormalons for an asymptotically free model when q = −1. In this work, we are interested in the IR case. The 
parameter ap depends on the particular model under consideration and will be discussed for QCD in what follows.

In summary, the solution of Eq. (4) can be written in terms of a single-parameter transseries [30]. As a consequence, the two-point 
Green function can be reconstructed up to an arbitrary constant due to the unknown initial condition of Eq. (4). This new approach 
reduces the infinite number of arbitrary constants3 stemming from the renormalons to one parameter that we shall denote C .

3. The Adler function and the resurgence of the renormalization group equation

The Adler function D is

D
(

Q 2
)

= 4π2 Q 2 d"
(

Q 2)

dQ 2 , (5)

where "(Q 2) is defined in Eq. (1). The Adler function can be written at any order in perturbation theory as follows

D pert

(
Q 2

)
= 1 + αs

π

∞∑

n=0

αn
s
[
dn (−β0)

n + δn
]
. (6)

The perturbative expression is known up to n = 3 [38–40] i.e. up to O(α4
s ) (see table 4 of Ref. [15]). In this paper, we consider the 

contribution of the so-called “fermion bubble graphs” to the Adler function. Since the renormalons dominate the large order behavior of 

1 This is nothing but the manifestation of the impossibility of defining the pole mass at the non-perturbative level [35,36].
2 See Refs. [30,37] for the analysis of this kind of equations. In particular, R and αs have to be identified with the expansion variables y and 1/x of Ref. [30] respectively.
3 Which are usually parameterized using the OPE e.g. see Ref. [14].

2

1. Naive Non-abelianization is a model for the high order behavior 
(Beneke.   Phys.Rept. 317 (1999) 1-142 • e-Print: hep-ph/9807443 [hep-ph]) 

2. In practice it means:  
 
I) We use the known perturbation theory expression of the Adler function up to  
II) For Higher loop correction one assumes the fermion bubble-diagrams dominate i.e.  
 
              for  and  is given by evaluating the bubble diagrams so that  
 
                                                                                 
Where K is an arbitrary constant 
(Beneke.   Phys.Rept. 317 (1999) 1-142 • e-Print: hep-ph/9807443 [hep-ph])

𝒪(α4
s )

δn ∼ 0 n ≥ 4 dn

dn ∝ K n!

!Some etymology: the word &renormalon' "rst appeared in 't Hooft (1977). Apparently, it was chosen, because the only
other known source of divergent behaviour, related to instantons, had been called &instanton divergence'. The divergent
behaviour discussed here was then novel and is characteristic of renormalizable "eld theories.

Fig. 1. The simplest set of &bubble' diagrams for the Adler function consists of all diagrams with any number of fermion
loops inserted into a single gluon line.

Fig. 2. The integrand of Eq. (2.19) for n"0 and n"2 as function of kK ". The vertical scale is arbitrary.

(UV) renormalon.! Eq. (2.22) is accurate up to relative corrections of order n (2/3)! from the infrared
and (1/2)! from the ultraviolet region. The corresponding singularities in the Borel plane lie at
t"!2/!

#"
(IR renormalon) and t"1/!

#"
(UV renormalon). Using Eqs. (2.7) and (2.8), the Borel

transform obtained from Eq. (2.22) reads

B[D](u)"3C
#

2! !Q"

""
e$%&'"$" 1

2!u
("rst IR renormalon)

#C
#

3!
Q"

""
e$%&'# 1

(1#u)"
#5

6
1

1#u$ ("rst UV renormalon) , (2.23)

where we de"ned u"!!
#"

t. The large-order behaviour of the Adler function is dominated by the
UV renormalon. The UV renormalon singularity is a double pole (Beneke, 1993a), which is
equivalent to the additional factor of n in Eq. (2.22) and can be traced back to the logarithm of kK " in
Eq. (2.21). Eq. (2.23) provides us with the singularities closest to the origin of the Borel plane. The
exact Borel transform of the set of diagrams of Fig. 1 is known (Beneke, 1993a; Broadhurst, 1993)
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1.Using the Borel-Ecalle resummation procedure explained 
 

we get 
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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1.Using the Borel-Ecalle resummation procedure of 
 

we get 
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
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with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
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2⇡ , one
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which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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1. Resumming these diagrams

 
 

 

 
 

!Some etymology: the word &renormalon' "rst appeared in 't Hooft (1977). Apparently, it was chosen, because the only
other known source of divergent behaviour, related to instantons, had been called &instanton divergence'. The divergent
behaviour discussed here was then novel and is characteristic of renormalizable "eld theories.

Fig. 1. The simplest set of &bubble' diagrams for the Adler function consists of all diagrams with any number of fermion
loops inserted into a single gluon line.

Fig. 2. The integrand of Eq. (2.19) for n"0 and n"2 as function of kK ". The vertical scale is arbitrary.

(UV) renormalon.! Eq. (2.22) is accurate up to relative corrections of order n (2/3)! from the infrared
and (1/2)! from the ultraviolet region. The corresponding singularities in the Borel plane lie at
t"!2/!

#"
(IR renormalon) and t"1/!

#"
(UV renormalon). Using Eqs. (2.7) and (2.8), the Borel

transform obtained from Eq. (2.22) reads

B[D](u)"3C
#

2! !Q"

""
e$%&'"$" 1

2!u
("rst IR renormalon)

#C
#

3!
Q"

""
e$%&'# 1

(1#u)"
#5

6
1

1#u$ ("rst UV renormalon) , (2.23)

where we de"ned u"!!
#"

t. The large-order behaviour of the Adler function is dominated by the
UV renormalon. The UV renormalon singularity is a double pole (Beneke, 1993a), which is
equivalent to the additional factor of n in Eq. (2.22) and can be traced back to the logarithm of kK " in
Eq. (2.21). Eq. (2.23) provides us with the singularities closest to the origin of the Borel plane. The
exact Borel transform of the set of diagrams of Fig. 1 is known (Beneke, 1993a; Broadhurst, 1993)

M. Beneke / Physics Reports 317 (1999) 1}142 11
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1.Using the Borel-Ecalle resummation procedure of 
 

we get 
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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Fig. 1. QCD Adler function in the energy range ∼ 0.7 − 2.5 GeV: the light-green area is the experimental allowed region; dashed blue line is the perturbative prediction; the 
solid black line is our resurgent result; darker green dots are the points used to fit the constants C , K and c1; the dashed orange line represents the fit including only the 
renormalon at −2/β0; the solid orange line represents the fit including only the renormalons at −2/β0 and −3/β0. Finally, the shaded red band on the left denotes the 
region where our approximation progressively stops working.

In what follows, we will neglect the two-loop corrections proportional to β1. The function D1(Q 2) is found from D0 [27] using resurgent 
relations, and we get from Eq. (10) the following expression for the disconnected part of the Adler function (choosing the renormalization 
scale µ2 = Q 2e−5/3)
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In the above expression, we substitute the one-loop expression for the running coupling αs(Q 2), such that $2
Q C D/Q 2 = e

1
β0αs(Q 2) . We use 

αs(M Z ) = 0.1198 [43].
Our strategy is to find both the overall normalization of the large order expression K , the non-perturbative constant C , and c1 by 

fitting the “experimental” values of the Adler function using the Eqs. (11) and (12). We show our main result in Fig. 1: the red shaded 
area indicates the energy region where the coupling approaches the Landau pole. The dashed orange line is the contribution assuming 
the IR renormalon at −2/β0 dominates the large order behavior; the solid orange line shows the improvement including also the IR 
renormalon at −3/β0 (we name the associated ambiguity as c2, consistent with the parametrization in Eq. (8)). Finally, the black line is 
our new result using the RRGE.

As can be seen from Fig. 1, the approximations with one and two IR renormalons drastically improve the perturbative result but 
they fail below the mc threshold. Conversely, our improvement fits the experimental values of the Adler function in the range between 
E ∼ (0.8 − 2) GeV, up to the region in which the coupling approaches the Landau pole. For higher energy, the non-perturbative corrections 
are exponentially suppressed and perturbation theory is recovered. In particular, it is worth appreciating the difference between the 
resurgent result (black line) and the two renormalon case (solid orange line) because both require three unknown constants to be fitted 
(K , C, c1 and K , c1, c2, respectively). Thus, since both examples have the same number of inputs, the comparison clearly illustrates our 
improvement. The values for the constants C , K and c1 from our fit are given by

C, K , c1 #
{ −0.023,1.41,−0.51 Q < mc,

−8.88,0.99,−5.27 Q ≥ mc.
(13)

The different values of C and K at the charm quark mass mc are due to the discontinuous change in the number of active flavors when the 
energy reach mc # 1.3 GeV. For completeness, when only the renormalon at −2/β0 (dashed orange line) is considered K , c1 = 0.67, −1.73
for Q < mc and K , c1 = 0.01, −1.42 for Q ≥ mc . When only the first two renormalons at −2/β0 and −3/β1 are considered (solid orange 
line) K , c1, c2 = 1, −6.31, 18.3 for Q < mc and K , c1, c2 = −0.3, −14.3, 98.7 for Q ≥ mc .

Remarks. Let us discuss now possible issues and interpretations of our result within the RRGE.

• Our approach requires the presence of the first IR renormalon because the structure of the Borel transform of Eq. (4) is characterized 
by poles at z = −n/β0, being n an integer between [1, ∞) [28]. In particular, since the renormalon diagrams [41] give quadratic poles, 
the Borel transform of the Adler function should be of the form

D̃ = r
(z − 1/β0)2 + s

(z − 2/β0)2 + t
(z − 3/β0)2 + ... . (14)

However, the first IR renormalon at z = −1/β0 does not appear in the explicit calculation of the renormalon diagrams [5,41], i.e. r = 0. 
This is the well-known first renormalon puzzle. As argued in Ref. [44], its presence must be related to UV effects and would then 
justify why it is not found in the IR expansion done in Ref. [41]. Furthermore, the explicit computation of Ref. [41] gives s = 0 as 
well. We argue that the absence of s is due to the incompleteness of the computation of Ref. [41] since it was done in the large N f
(number of fermions) limit and does not include the gauge boson contributions. In conclusion and following well-known results, we 
have set r, s = 0 in the resummation of the Adler function.
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Fig. 1. QCD Adler function in the energy range ∼ 0.7 − 2.5 GeV: the light-green area is the experimental allowed region; dashed blue line is the perturbative prediction; the 
solid black line is our resurgent result; darker green dots are the points used to fit the constants C , K and c1; the dashed orange line represents the fit including only the 
renormalon at −2/β0; the solid orange line represents the fit including only the renormalons at −2/β0 and −3/β0. Finally, the shaded red band on the left denotes the 
region where our approximation progressively stops working.
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resurgent result (black line) and the two renormalon case (solid orange line) because both require three unknown constants to be fitted 
(K , C, c1 and K , c1, c2, respectively). Thus, since both examples have the same number of inputs, the comparison clearly illustrates our 
improvement. The values for the constants C , K and c1 from our fit are given by
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{ −0.023,1.41,−0.51 Q < mc,
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The different values of C and K at the charm quark mass mc are due to the discontinuous change in the number of active flavors when the 
energy reach mc # 1.3 GeV. For completeness, when only the renormalon at −2/β0 (dashed orange line) is considered K , c1 = 0.67, −1.73
for Q < mc and K , c1 = 0.01, −1.42 for Q ≥ mc . When only the first two renormalons at −2/β0 and −3/β1 are considered (solid orange 
line) K , c1, c2 = 1, −6.31, 18.3 for Q < mc and K , c1, c2 = −0.3, −14.3, 98.7 for Q ≥ mc .

Remarks. Let us discuss now possible issues and interpretations of our result within the RRGE.

• Our approach requires the presence of the first IR renormalon because the structure of the Borel transform of Eq. (4) is characterized 
by poles at z = −n/β0, being n an integer between [1, ∞) [28]. In particular, since the renormalon diagrams [41] give quadratic poles, 
the Borel transform of the Adler function should be of the form
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(z − 1/β0)2 + s

(z − 2/β0)2 + t
(z − 3/β0)2 + ... . (14)

However, the first IR renormalon at z = −1/β0 does not appear in the explicit calculation of the renormalon diagrams [5,41], i.e. r = 0. 
This is the well-known first renormalon puzzle. As argued in Ref. [44], its presence must be related to UV effects and would then 
justify why it is not found in the IR expansion done in Ref. [41]. Furthermore, the explicit computation of Ref. [41] gives s = 0 as 
well. We argue that the absence of s is due to the incompleteness of the computation of Ref. [41] since it was done in the large N f
(number of fermions) limit and does not include the gauge boson contributions. In conclusion and following well-known results, we 
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We find good fit to data up to  GeV where the Landau Pole breaks the description  E ∼ 0.7

Around this scale, the coupling diverges and the transseries expansion 
ceases to work.

A consequence: Adler function in IR [AM-Vasquez ’21]

Figure: QCD Adler function in the energy range ⇠ 0.7� 2.5 GeV: the
light-green area is the experimental allowed region; dashed blue line is the
perturbative prediction; the solid black line is our resurgent result; darker
green dots are the points used to fit the constants C , K and c1; the
dashed orange line represents the fit including only the renormalon at
�2/�0; the solid orange line represents the fit including only the
renormalons at �2/�0 and �3/�0. Finally, the shaded red band on the
left denotes the region where our approximation progressively stops
working.

• 		 	 Phys.Lett.B 817 (2021) 136338 • e-Print: 2104.03095 [hep-ph]
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The problem of the IR Landau pole

We saw that the theoretical expression follows the experimental
one up to the IR Landau pole - there, things stop working because
the coupling explode, but not because there is some of wrong in
the resurgent procedure per se.

E↵ective solution )

E↵ective running for ↵s .
The simplest realization is to employ Cornwall’s coupling:

↵s(Q) =
4⇡

11 ln (z + �g )� 2nf ln (z + �q) /3
,

[Cornwall ’81, Papavassiliou-Cornwall ’91]
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The problem of the IR Landau pole

↵s(Q) =
4⇡

11 ln (z + �g )� 2nf ln (z + �q) /3
,

where z = Q2/⇤2, nf is the number of flavors, �g = 4m2
g/⇤

2,
�q = 4m2

q/⇤
2, the light constituent quark mass mq = 350 MeV,

the gluon mass mg ' 500 MeV, and ⇤ denotes the QCD hadronic
(non-perturbative) scale.

Possibility to describe also the running within our approach?
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 extracted from  
Using dispersion relations
D(Q) σ(e+e− → hadrons)

• 		 	 	 	 	 	 	 	 S. Eidelman, F. Jegerlehner , A.L. Kataev , O. Veretin (1998)

• 		 	 Published in: Phys.Lett.B 454 (1999) 369-380 • e-Print: hep-ph/9812521 [hep-ph]
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corrections proportional to �1, one finds 1
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.

1
To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point

in a separate publication.
2

It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).

Parameter Low energy fit aµ discrepancy
K 0.80512 0.86501
C 0.23957 0.76396
c1 -0.35794 -0.18437
⇤ 697 MeV 677 MeV

TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].

The leading order hadronic vacuum polarization con-
tribution in terms of the QCD Adler function is of the
form [55, 59]

a(h.v.p.)
µ = 2⇡2

⇣↵
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⌘2
Z 1

0

dx

x
(1� x)(2� x)D (Q) , (10)

where ↵ ' 1/137 is the electromagnetic coupling con-
stant, and Q =

q
x2

1�xm
2
µ.

By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].

The leading order hadronic vacuum polarization con-
tribution in terms of the QCD Adler function is of the
form [55, 59]
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.

1
To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point

in a separate publication.
2

It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).

Parameter Low energy fit aµ discrepancy
K 0.80512 0.86501
C 0.23957 0.76396
c1 -0.35794 -0.18437
⇤ 697 MeV 677 MeV

TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).
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along its spin ~s is given by
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where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
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11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
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2, �q = 4m2
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2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
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, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2
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2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by
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where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
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ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
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mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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Hadrons

µ

The magnetic moment of the muon ~µ directed along its spin ~s is
given by

~µ = g
Qe

2mµc
~s ,

Qe is the electric charge, mµ is the muon mass, c is the speed of
light, g 6= 2 at the quantum level.
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aµ = (g � 2)/2
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[Lautrup,1971]
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Tentative idea to implement (from [Keshavarzi, Marciano, Passera,
Sirlin, ’20]): Assume the g � 2 discrepancy can be solely explained
by modifying the SM vacuum polarization function contribution.

Problems? Yes, may be in tension with electro-weak precision
tests! [Crivellin, Hoferichter, Manzari,Montull, ’20],
[Malaescu, Schott ’21],....

However, [Keshavarzi, Marciano, Passera, Sirlin, ’20] suggest that
the data for the hadronic cross-section �(e+e� ! hadrons) may
have some missed contributions for Q . 0.7 GeV, energy range in
which constraints do not rule out the possibility of explaining the
g � 2 discrepancy.
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Figure: The Adler function in the energy range (0, 1.3) GeV. The purple
region denotes the “experimental” Adler function from tau data. The
black line represent the Adler function. For a slightly di↵erent value of
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.

1
To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point

in a separate publication.
2

It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).

Parameter Low energy fit aµ discrepancy
K 0.80512 0.86501
C 0.23957 0.76396
c1 -0.35794 -0.18437
⇤ 697 MeV 677 MeV

TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].

The leading order hadronic vacuum polarization con-
tribution in terms of the QCD Adler function is of the
form [55, 59]

a(h.v.p.)
µ = 2⇡2
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point
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It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).
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TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point

in a separate publication.
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It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).
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K 0.80512 0.86501
C 0.23957 0.76396
c1 -0.35794 -0.18437
⇤ 697 MeV 677 MeV

TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].
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By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying

3

corrections proportional to �1, one finds 1

D1(Q) =
8⇡K

3↵s�2
0

h
2e

1
↵s�0 �

⇣
e

1
↵s�0 + 1

⌘
log

⇣
1� e

2
↵s�0

⌘

� 2
⇣
e

1
↵s�0 + 1

⌘
tanh�1

⇣
e

1
↵s�0

⌘i
. (7)

The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by
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where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
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µ – for
analyses on this subject see Refs. [37, 38, 52–58].
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The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]
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2, �q = 4m2
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mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.
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TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by
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where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].

The leading order hadronic vacuum polarization con-
tribution in terms of the QCD Adler function is of the
form [55, 59]

a(h.v.p.)
µ = 2⇡2

⇣↵
⇡

⌘2
Z 1

0

dx

x
(1� x)(2� x)D (Q) , (10)

where ↵ ' 1/137 is the electromagnetic coupling con-
stant, and Q =

q
x2

1�xm
2
µ.

By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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corrections proportional to �1, one finds 1

D1(Q) =
8⇡K
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0

h
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↵s�0 �

⇣
e

1
↵s�0 + 1

⌘
log

⇣
1� e

2
↵s�0

⌘

� 2
⇣
e

1
↵s�0 + 1

⌘
tanh�1

⇣
e

1
↵s�0

⌘i
. (7)

The next step is to implement the non-perturbative run-
ning for the coupling ↵s(µ) to be used in Eq. (4).

c. Effective running and the QCD Adler func-
tion at low energies. In Ref. [48], the authors ex-
plored the possibility that the QCD running coupling
can be effectively extrapolated in a process-independent
way to smaller momenta of the order of the hadronic
scale. The non-perturbative physics should reveal itself
smoothly in inclusive observables. Consequently, it is
meaningful to extend the notion of the perturbative QCD
coupling to zero energy. This logic applies to the QCD
Adler function.

The transseries provided in Ref. [17] is capable of
fitting the experimental Adler function up to energy
⇡ 0.7GeV. The failure below that energy is due to the
unphysical Landau pole of the perturbative running of
↵s – and not the Borel-Ecalle resummation formalism.
To overcome this difficulty, in this work, we use an effec-
tive running coupling 2 valid up to zero energy in which
↵s goes to a constant value. More specifically, we use
Cornwall’s coupling [33], which is one of the simplest an-
alytic non-perturbative models for the running of ↵s and
given by [34]

↵s(Q) =
4⇡

11 ln (z + �g)� 2nf ln (z + �q) /3
, (8)

where z = Q2/⇤2, nf is the number of flavors, �g =
4m2

g/⇤
2, �q = 4m2

q/⇤
2, the light constituent quark mass

mq = 350 MeV, the gluon mass mg ' 500 MeV, and ⇤
denotes the QCD hadronic (non-perturbative) scale. We
shall determine ⇤ by fitting the experimental data of the
Adler function. The result is graphically illustrated in
Fig. 1.

We find that the typical running for ↵s reproducing the
Adler function is such that at low energies, ↵s(0) ' 1.6,
which is in the ballpark of known results in the literature.
See Ref. [35] and references therein for a detailed discus-
sion about the low energy behavior of the QCD running
coupling in several non-perturbative approaches.

1
To check the correctness of Eq. (7), we proved that the resur-

gence relations of Ref. [29] can also be derived using Ecalle bridge

equation obtained from the RGE. We will discuss the latter point

in a separate publication.
2

It has been argued that the operation of power corrections to

physical observables and making the coupling ↵s effective (ana-

lyzation) do not commute, and this would lead to an ambiguity

in Eq. (4) [49–51]. However, since the Eq. (4) is intrinsically am-

biguous, one can reabsorb the aforementioned ambiguity in the

definition of the fitted parameters (e.g. ”C”).

Parameter Low energy fit aµ discrepancy
K 0.80512 0.86501
C 0.23957 0.76396
c1 -0.35794 -0.18437
⇤ 697 MeV 677 MeV

TABLE I: Numerical value of the constants in Eq. (4).
Central column represents the low energy (Q . 1.3
GeV) fit shown in Fig. 1. Third column shows the
values reproducing the experimental g � 2 discrepancy.

In Fig. 1, we show the Adler function in the energy
range Q = (0, 2.5) GeV. We see no appreciable difference
at energies Q = (1.3, 2.5) GeV between the expressions
coming from the first two power corrections (gray lines)
and the resurgent result (solid black line). Conversely,
in the low energy range Q = (0, 1.3) GeV, the solid and
dashed gray lines fail to describe the Adler function, while
the solid black line successfully follows the behavior of
the data in the whole range. To our knowledge, this is
the first time that resurgence formalism provides a clear
phenomenological result for QCD, in particular an ex-
pression for the Adler function valid at all energies. In
Tab. I, we show the values for the parameters entering in
the transseries for the Adler function in Eq. (4).

d. The anomalous magnetic moment of the
muon. The magnetic moment of the muon ~µ directed
along its spin ~s is given by

~µ = g
Qe

2mµc
~s , (9)

where Qe is the electric charge, mµ is the muon mass, c
is the speed of light, and Dirac’s theory predicts g = 2.
Quantum effects correct the value g = 2 and the devia-
tion is parameterized as aµ = (g�2)/2. A comprehensive
review of muon g � 2 within the Standard Model can be
found in Ref. [52].

In this work, we only consider the so-called hadronic
vacuum polarization contribution (h.v.p.) a(h.v.p.)

µ – for
analyses on this subject see Refs. [37, 38, 52–58].

The leading order hadronic vacuum polarization con-
tribution in terms of the QCD Adler function is of the
form [55, 59]

a(h.v.p.)
µ = 2⇡2

⇣↵
⇡

⌘2
Z 1

0

dx

x
(1� x)(2� x)D (Q) , (10)

where ↵ ' 1/137 is the electromagnetic coupling con-
stant, and Q =

q
x2

1�xm
2
µ.

By using Eqs. (4) and (10), we shall show two results.
First, we correctly reproduce the leading contribution to
aµ from the QCD vacuum polarization function. Sec-
ond, by a slight modification of the best fit values for the
constants K, c1, and C shown in Tab. I, we can accom-
modate the g�2 muon anomaly [36] (consistent with the
most recent lattice evaluation [40]), minimally modifying
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FIG. 2: The Adler function in the energy range (0, 1.3)
GeV. The purple region denotes the “experimental”
Adler function from tau data [60]. The black line
represent the Adler function as in Fig. 1. For a slightly
different value of the constants C,K, c1, the dashed, red
line represents the Adler function saturating the muon
g � 2 discrepancy between experiments and predictions.
The inset is a zoom on the region of interest.

the Adler function for energies below ⇠ 0.7 GeV. This
possibility was recently raised in Ref. [39].

e. Reproducing the best theoretical value for
the anomalous magnetic moment of the muon. In
evaluating the integral in Eq. (10), the Adler function
D(Q) needs to be evaluated in the energy range [0,1).
Following Ref. [16], one has to split D in two branches,
using the perturbative estimate for Q >

p
1.6 GeV and

the data for 6
p
1.6 GeV. The Eq. (4) provides a good

estimate of data, thus the Adler function used in the
evaluation of Eq. (10) is given by

D(Q) =

⇢
Dresurg.(Q) Q 6

p
1.6 GeV

Dpert.(Q) Q >
p
1.6 GeV .

(11)

Using the values of the low energy fit in Tab. I, we get
for the leading contribution of the hadronic vacuum po-
larization:

a(h.v.p.)
µ = 6.85024⇥ 10�8 . (12)

It is remarkably close to the averaged value aµ ' 6.9 ⇥

10�8 reported in Refs. [37, 38], based on a number of
independent evaluations from e+e� ! hadrons data and
⌧ -spectral function. The corresponding behavior of the
Adler function in [0, 1.3] GeV is shown in Fig. 2 (solid
black line) together with the uncertainties represented
by the light blue band.

f. Saturating the g-2 experimental discrepancy
of the muon anomalous magnetic moment of the
muon. In this section we find the modification of the
numerical value of the constants K, c1 and C shown in
Tab. I (central column), to saturate the gap between the
average value of a(h.v.p.)

µ ' 6.9 ⇥ 10�8 [37, 38] and the

value a(h.v.p.)
µ ' 7.15 ⇥ 10�8 consistent with the Muon

g � 2 Collaboration [36] experimental result.
Following Ref. [39], we assume the g � 2 discrepancy

can be solely explained by modifying the SM vacuum
polarization function contribution. A modification of
the h.v.p. can be in tension with electro-weak preci-
sion tests [61, 62] 3. However, it has been argued in
Ref. [39] that the data for the hadronic cross-section
�(e+e� ! hadrons) may have some missed contribu-
tions for Q . 0.7 GeV, energy range in which constraints
do not rule out the possibility of explaining the g � 2
discrepancy by deviations of the e+e� cross-section mea-
surement.

In the same Ref. [39], the authors provide two ad hoc
models to change the data and saturate the gap. Fol-
lowing this hypothesis, we require the Adler function to
match the experimental data for energies Q � 0.7 GeV.
Notice that the deviation of C with respect the one in
Tab. I (central column) is about 30% for c1 and C and
around 1% for K. The plot for the Adler function, cor-
responding to the values for C, c1 and K in Tab. I (cen-
tral column) is shown in Fig. 2 and represented with the
dashed red line.

The deviation concerning the average value aµ ' 6.9⇥
10�8 of Refs. [37, 38] is due to non-perturbative (non-
analytic) contributions in the strong coupling constant
↵s, which were calculated using the resurgence frame-
work of Refs [30, 31]. These non-analytic contributions
become dominant for ↵s ⇠ 1. The non-perturbative
electro-weak corrections are sub-leading since the numer-
ical values of the electromagnetic and weak couplings re-
main small at the muon mass-energy scale.

Summary and outlook. We have shown that the
resurgent, analytical expression for the Adler function in
Eq. (4) gives a good quantitative agreement with data
at the hadronic scale. We have used Cornwall’s cou-
pling to model the running of ↵s whose value freezes at
low energies with ↵s(0) ⇠ O(1). The latter ensures the
applicability of the resurgent approach to renormalons
and renormalization group equation of Ref. [31], which is
based on non-linear, ordinary differential equations [29].
As a result, Eq. (4) features three arbitrary parameters,
in contrast to conventional renormalon-based evaluations
with an infinite number of arbitrary constants. We have
determined those parameters from data, shown in Tab. I,
and our representation of the Adler function is drawn in
Fig. 1.

We have also addressed the implications and the in-
terplay with the muon’s magnetic moment. We can re-
produce both the leading order value for the vacuum po-
larization hadronic contribution predicted by dispersive
approaches, as well as the most recent value consistent
with the measurement of the magnetic moment of the

3
Constraints on the h.v.p. are also discussed in Ref. [63]. A

direct measurement of the h.v.p. will definitively shed light on

the subject [64].
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muon reported in Ref. [36], which is compatible with the
most recent lattice calculation [40]. As proof of concept,
our result shows that the muon g � 2 discrepancy can
be entirely explained without resorting to new physics.
Instead, it can be explained by considering non-analytic
contributions in the strong coupling constant ↵s calcu-
lated using resurgence theory.

In particular, fitting the available data for Adler func-
tion using Eq. (4), we get aµ ' 6.85⇥10�8, notably close
to the average value ' 6.9⇥ 10�9. A small modification
of the (fitted) parameters shown in Tab. I can explain
the SM discrepancy for aµ. As shown in Fig. 2, the only
effect is of slightly spoiling the behavior of the Adler func-
tion at energies . 0.7 GeV, range in which data may be

not complete due to missed contributions in the hadronic
cross section �(e+e� ! hadrons).

We expect our result to be applicable for other relevant
processes involving the two-point Green function at the
hadronic scale. An example may be the event shape ob-
servables in e+e� collisions [65–70]. Other applications
may be on the determination of the heavy quark pole
mass [71, 72] and on the static quark-antiquark poten-
tial [73]. These processes open the possibility of testing
the universality of QCD running coupling and of the con-
stants found in Tab. I, in the spirit of Ref. [48].

Acknowledgements. JCV was supported in part un-
der the U.S. Department of Energy contract DE-
SC0015376.

[1] S. L. Adler, Some simple vacuum-polarization
phenomenology: e

+
e
� ! hadrons; the muonic-atom

x-ray discrepancy and gµ � 2, Phys. Rev. D 10 (Dec,
1974) 3714–3728.

[2] A. Francis, B. JÃďger, H. B. Meyer and H. Wittig, New
representation of the adler function for lattice qcd,
Physical Review D 88 (Sep, 2013) .

[3] D. J. Gross and A. Neveu, Dynamical symmetry
breaking in asymptotically free field theories, Phys. Rev.
D 10 (Nov, 1974) 3235–3253.

[4] B. Lautrup, On high order estimates in qed, Physics
Letters B 69 (1977) 109–111.

[5] G. ’t Hooft, Can We Make Sense Out of Quantum
Chromodynamics?, Subnucl. Ser. 15 (1979) 943.

[6] G. Parisi, The Borel Transform and the
Renormalization Group, Phys. Rept. 49 (1979) 215–219.

[7] K. G. Wilson and W. Zimmermann, Operator product
expansions and composite field operators in the general
framework of quantum field theory, Comm. Math. Phys.
24 (1972) 87–106.

[8] M. Shifman, Yang-Mills at Strong vs. Weak Coupling:
Renormalons, OPE And All That, 2107.12287.

[9] M. Beneke, Renormalons, Phys. Rept. 317 (1999)
1–142, [hep-ph/9807443].

[10] M. Shifman, New and Old about Renormalons: in
Memoriam Kolya Uraltsev, Int. J. Mod. Phys. A 30
(2015) 1543001, [1310.1966].

[11] G. Cvetič, Renormalon-motivated evaluation of QCD
observables, Phys. Rev. D 99 (2019) 014028,
[1812.01580].

[12] I. Caprini, Conformal mapping of the Borel plane: going
beyond perturbative QCD, Phys. Rev. D 102 (2020)
054017, [2006.16605].

[13] D. V. Shirkov and I. L. Solovtsov, Analytic model for
the QCD running coupling with universal alpha-s (0)
value, Phys. Rev. Lett. 79 (1997) 1209–1212,
[hep-ph/9704333].

[14] A. V. Nesterenko, Adler function in the analytic
approach to QCD, eConf C0706044 (2007) 25,
[0710.5878].

[15] G. Cvetic and C. Valenzuela, Analytic QCD: A Short
review, Braz. J. Phys. 38 (2008) 371–380, [0804.0872].

[16] S. Peris, M. Perrottet and E. de Rafael, Matching long
and short distances in large N(c) QCD, JHEP 05

(1998) 011, [hep-ph/9805442].
[17] A. Maiezza and J. C. Vasquez, Resurgence of the QCD

Adler function, Phys. Lett. B 817 (2021) 136338,
[2104.03095].

[18] J. Écalle, Six lectures on transseries, analysable
functions and the constructive proof of dulac’s
conjecture, .

[19] P. C. Argyres and M. Unsal, The semi-classical
expansion and resurgence in gauge theories: new
perturbative, instanton, bion, and renormalon effects,
JHEP 08 (2012) 063, [1206.1890].

[20] G. V. Dunne and M. Unsal, Resurgence and
Trans-series in Quantum Field Theory: The CP(N-1)
Model, JHEP 11 (2012) 170, [1210.2423].

[21] D. Dorigoni, An Introduction to Resurgence,
Trans-Series and Alien Calculus, Annals Phys. 409
(2019) 167914, [1411.3585].

[22] I. Aniceto, G. Basar and R. Schiappa, A Primer on
Resurgent Transseries and Their Asymptotics, Phys.
Rept. 809 (2019) 1–135, [1802.10441].

[23] P. J. Clavier, Borel-Ecalle resummation of a two-point
function, 1912.03237.

[24] M. Borinsky and G. V. Dunne, Non-Perturbative
Completion of Hopf-Algebraic Dyson-Schwinger
Equations, Nucl. Phys. B 957 (2020) 115096,
[2005.04265].

[25] T. Fujimori, M. Honda, S. Kamata, T. Misumi,
N. Sakai and T. Yoda, Quantum phase transition and
Resurgence: Lessons from 3d N = 4 SQED,
2103.13654.

[26] O. Costin and G. V. Dunne, Resurgent extrapolation:
rebuilding a function from asymptotic data. Painlevé I,
J. Phys. A 52 (2019) 445205, [1904.11593].

[27] O. Costin and G. V. Dunne, Physical Resurgent
Extrapolation, Phys. Lett. B 808 (2020) 135627,
[2003.07451].

[28] O. CostinInternational Mathematics Research Notices
1995 (1995) 377.

[29] O. Costin, Asymptotics and Borel Summability.
Monographs and Surveys in Pure and Applied
Mathematics. Chapman and Hall/CRC (2008), .

[30] A. Maiezza and J. C. Vasquez, Non-local Lagrangians
from Renormalons and Analyzable Functions, Annals
Phys. 407 (2019) 78–91, [1902.05847].

45



JUAN CARLOS VASQUEZ. EMAIL: JVASQUEZCARM@UMASS.EDU. ACFI & UMASS AMHERST 

1.  We propose a renormalon-based approximation of the QCD Adler function 
using the  Borel-Ecalle resummation procedure of 
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2. We provide an improvement to perturbation theory and as a result, we get a 
function that accurately follows the behavior of the data (using an effective 
running for ) 
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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1. We can reproduce both the leading value for the HVP contribution to  
predicted by dispersive approaches, as well as the most recent value 
consistent with the MUON  collaboration data and lattice 
calculations  

2. This opens the possibility of explaining the g-2 anomaly within the SM by 
including non-analytic corrections in  to the VHP contribution
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∞
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+

⟹ ⟹ ·ΔθRn(αs) = (n + 1) Aθ αξ
s e

1
β0αs Rn+1(αs)

Costin ref.

Ecalle Ref.

Maiezza, Vasquez

Bridge equation Resurgence
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Operator Product Expansion for Adler function
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1.Compare with the usual OPE based transesries structure 
 

 

                

 

where  are  infinite arbitrary constants related to the resummation prescription  
 

D (Q2) = Q2
dΠ (Q2)

dQ2
= ∑

k=0

Ck (αs(μ), ln
Q2

μ2 ) ×
1

(Q2)k × ⟨𝒪k⟩

= ∑
k=0 [ ⟨�̃�k⟩

Λ2k ] × [e− 1
(−β0)αs(ℓ) ]

k

(−β0αs(Q))kβ1/β2
0−γ0,k/β0 × ∑

n=0

c(n)
k αs(Q)n

⟨�̃�k⟩
Λ2k

Instead we were able to reduce these infinite arbitrary constants to just one 
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RGE and renormalons
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• The crucial point is that at all orders in perturbation theory  
 

,  
 
however this is not true beyond perturbation theory  and  
 

 where  

 
and we can write the previous equation as 
 

 

 

γ(g) = γ1(g)

γ(g) − γ1(g) = M(g, R) , M(R, g) = q R(g) +
1
2

(rR(g)2 + 2sg R(g)) . . . ,

R′ (g) =
2q
β1

R(g)
g2

−
2(β2 q − aβ1)

β2
1

R(g)
g

+ 𝒪(g2, g2 R(g), R(g)2) ,
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1. Assume   and  are known 
 

2. Then one can in principle solve the RGE to find  the desired Green functions 
 

3. We know this is not the whole story since from Renormalons,  Green function 
do have non-perturbative (non-analytic) contributions with arbitrary constants 

β(g) γ(g)

Non-perturbative contributions to the anomalous dimension 
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1. Therefore,    or  must have non-analytic contributions as well. If fact 
using the RGE it is possible to show 
 

 
 
then there must exist a function  such that  
 

β(g) γ(g)

γ = γ1 ⇔ R = 0

M(R, g)

γ = γ1 + M(R(g), g), M(0,g) = 0

Non-perturbative contributions to the anomalous dimension 
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• It can be summarized as follows:  
 
1. Given a divergent formal series  (solution to the previous equation), one considers the 
associated formal transseries  
 

.  

 
 is an arbitrary constant,  has poles at   is the function whose 

asymptotic expansion is identified with perturbation theory   
 
2. For each function (z), one builds the functions 
 

 (Analytic continuations above or below the real axis)

y0(g)

f(g) = y0(g) +
∞

∑
k=1

Cn g−kξ e−kη/gyk(g)

C B(y0(g))(z) η, 2η 3η, . . . y0(g)

B (yk(g)) ≡ Yk

Y±
k (z) ≡ Yk(z ± iϵ)
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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•  
3. Resurgence: once  is known, the functions  are given by  
 

 

 
where 
 

 

 
4. The balanced average 
 

. 

 
This definition preserves reality in the sense that when  is a formal series with real coefficients, then the functions   are also  real 

. (Costin 2008)  
 
This operation unlike analytic continuation commutes with convolutions. 

Y0(z) Yk(z)

Sk
0Yk = (Y−

0 − Y−(k−1)+
0 ) ∘ τk

Y−m+
k = Y+

k +
m

∑
j=1

(k + j
k )Sj

0Y
+
k+j ∘ τ−j .

Ybal
k ≡ Y+

k +
∞

∑
n=1

2−n (Y−
k − Y−n−1+

k )

y0(g) ybal
k

∀k
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Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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(see Figure 1), a sector containing only the eigenvalue λ1 = 1 and punctured at all the

integers (where the functions Bŷk are typically singular). We construct over W1 a surface

R1, consisting of homotopy classes of curves starting at the origin, going only forward

and crossing the real axis at most once:

R1 :=
{

γ : (0, 1) #→W1 s.t. γ(0+) = 0; % (γ(t)) increases in t and

0 = &(γ(t1)) = &(γ(t2))⇒ t1 = t2

}

(1.10)

modulo homotopies. Let also

D := C\ ∪n
i=1 {αλi : α ≥ 1} (1.11)

be the complex plane without the rays originating at the eigenvalues λi of Λ̂.

Using notations similar to those of Ecalle, we symbolize the paths in R1 by a

sequence of signs ε1, . . . , εj, . . . , εn, εj = + or −. For example, − − − − + = −4+ will

symbolize a path in R1 that crosses the real line from below through the interval (4, 5),

and then goes only through the upper half-plane (Figure 1); “+” is a path confined to the

upper half-plane, etc. The analytic continuation of a function Y along the path −4+ will

be denoted Y−
4+.

The result below gives a first characterization of the analytic properties of Bŷk.

(In the following, we choose the determination of the logarithm which is real for positive

argument.)
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• The Laplace transform: when  has poles in the positive real axis, the 
Laplace transform is modified as follows 
 

, 

 
where the balanced average guaranteed that the reality condition is 
satisfied


• In the mathematical literature , so the asymptotic expansions when 
 correspond to the weak coupling limit .

Yk

ℰ (yk) = ℒ ∘ ℬ (yk) = ℒ (Yk) = ∫
∞

0
Ybal

k e−z/gdz

1/g → x
x → ∞ g → 0

90 A. Maiezza and J.C. Vasquez / Annals of Physics 407 (2019) 78–91

Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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Example: the simplest equation
  , the solution is of the form   so it is divergent 

 (Adding non linear terms  give a infinite number of singularities in the Borel transform of the solution ) 
The Borel transform  is  
 

. 

1. Write  the formal solution   
 

, 

2. Build the analytic continuations  

3. Resurgence property:     .

−g2y′ (g) + y = g y(x) = ∑
n

ann!xn

gn

ℬ(y(g)) ≡ Y0(z)

Y0(z) =
1

1 − z

y(g) = y0(g) +
∞

∑
k=1

Cke−k/gyk(g)

Y±
0 (z) =

1
1 − (z ± iϵ)

SkYk = (Y−
0 − Y−k−1+

0 ) ∘ τk; τk : z → z + k
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3.1. Let’s elaborate on the non-perturbative functions , using the resurgence property  
 

 
 

 
 

 
 
 

 

3.2.  
 

, so  
 

 
 

 = 0.  

Yk(z), k ≥ 1

(Y−
0 − Y−0+

0 ) ∘ τ1 = SY1(z)

Y−0+ = Y+(z),  then 

SY1(z) = (Y−
0 − Y+

0 ) ∘ τ1 = − 2πiδ(1 − z) ∘ τ1 = − 2πiδ(z)

Y1 = −
2πi
S

δ(z)

S2Y2(z) = (Y−
0 − Y−1+

0 ) ∘ τ2,

Y−1+
0 = Y+ + SY+

1 ∘ τ−1

S2Y2(z) = [Y+
0 − Y−

0 − SY+
1 ∘ τ−1] ∘ τ2

S2Y2(z) = [SY1 ∘ τ−1 − SY+
1 ∘ τ−1] ∘ τ2
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The same applies to . 

3.3. The balanced average for  and :  
 

, 

 
expanding  
 

 

 
i) , 
ii)  
 
In the same way and using that , the other terms also vanishes and  
 

,  

 
which give precisely the P.V. of the Laplace integral. 

Y2(z) = Y3(z) = . . . = 0

Y0(z) Y1(z)

Ybal
k ≡ Y+

k +
∞

∑
n=1

2−n(Y−
k − Y−n−1+

k )

Ybal
0 = Y+

0 +
1
2

(Y−
0 − Y−0+

0 ) +
1
22

(Y−
0 − Y−1+

0 ) + . . .

Y−
0 − Y−0+

0 = Y−
0 − Y+

0
Y−

0 − Y−1+
0 = Y−

0 − Y+
0 − SY+

1 ∘ τ−1 = Y−
0 − Y+

0 − (Y−
0 − Y+

0 ) ∘ τ1 ∘ τ−1 = 0

Y2(z) = Y3(z) = . . . = 0

Ybal
0 =

1
2

(Y+
0 + Y−

0 )
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In the same way it can be shown that  
 

 

 
and the solution is given by  
 

 

 
which is the well known solution that can be found by other methods. 

Ybal
1 (z) =

1
2

(Y+
1 + Y−

1 )

y(g) ↦ σ(y(g)) = e−1/gEi (1/g) −
4π2C

S
e−1/g ,

The sum of a Borel-Écalle summable transseries is by 
definition an analyzable function
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The Borel-Ecalle Resummation procedureIntroduction 17

We have the following diagram

Convergent series �! Summation �! Analytic functions

�! �!

operations
“all”
under
C

losure

operations
“all”
under
C

losure

�! �!

Transseries �! E-B Summation �! Analyzable functions

This is the only known way to close functions under the listed operations.

Image taken from 

90 A. Maiezza and J.C. Vasquez / Annals of Physics 407 (2019) 78–91

Borel transforming one gets a solution (in Borel space) as

B(y0) = 1
1 � z

, (A.8)

with a pole in z = 1. Applying directly the aforementioned four steps and defining S0 ⌘ i
S

2⇡ , one
gets the complete solution of (A.7)

y(x) 7! � (y(x)) = e
�1/xEi (1/x) � 4⇡2

C

S
e
�1/x , (A.9)

which is manifestly real, i.e. with no imaginary ambiguity. It is worth to comment that a simple
non-linear modification to the Euler’s equation leads to a Riccati’s equation, whose solution has
infinite singularities similarly to the case of renormalons (i.e. singularities on the positive axis for
some choice of the parameter), but with the difference that the poles are not simple [39].
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The resummation of a transseries  
is by definition an Analyzable Function

∞

∑
n

Cnyn(x)e−nλx → Borel-Ecalle summation → Analyzable Function

I will only discuss one-parameter transseries relevant to renormalons at the “leading” order 
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The Adler function and Resurgence

JUAN CARLOS VASQUEZ. EMAIL: JVASQUEZCARM@UMASS.EDU. ACFI & UMASS AMHERST 

1. On to of the perturbative result.  We consider the fermion-bubble contributions 
 

 These contributions go as  
(D.J. Broadhurst, Z. Phys. C 58 (1993) 339–346, https://doi.org/10.1007/BF01560355. ) 
 

and  the Borel transform goes as  
 

 

 

!Some etymology: the word &renormalon' "rst appeared in 't Hooft (1977). Apparently, it was chosen, because the only
other known source of divergent behaviour, related to instantons, had been called &instanton divergence'. The divergent
behaviour discussed here was then novel and is characteristic of renormalizable "eld theories.

Fig. 1. The simplest set of &bubble' diagrams for the Adler function consists of all diagrams with any number of fermion
loops inserted into a single gluon line.

Fig. 2. The integrand of Eq. (2.19) for n"0 and n"2 as function of kK ". The vertical scale is arbitrary.

(UV) renormalon.! Eq. (2.22) is accurate up to relative corrections of order n (2/3)! from the infrared
and (1/2)! from the ultraviolet region. The corresponding singularities in the Borel plane lie at
t"!2/!

#"
(IR renormalon) and t"1/!

#"
(UV renormalon). Using Eqs. (2.7) and (2.8), the Borel

transform obtained from Eq. (2.22) reads

B[D](u)"3C
#

2! !Q"

""
e$%&'"$" 1

2!u
("rst IR renormalon)

#C
#

3!
Q"

""
e$%&'# 1

(1#u)"
#5

6
1

1#u$ ("rst UV renormalon) , (2.23)

where we de"ned u"!!
#"

t. The large-order behaviour of the Adler function is dominated by the
UV renormalon. The UV renormalon singularity is a double pole (Beneke, 1993a), which is
equivalent to the additional factor of n in Eq. (2.22) and can be traced back to the logarithm of kK " in
Eq. (2.21). Eq. (2.23) provides us with the singularities closest to the origin of the Borel plane. The
exact Borel transform of the set of diagrams of Fig. 1 is known (Beneke, 1993a; Broadhurst, 1993)

M. Beneke / Physics Reports 317 (1999) 1}142 11

n!

1
K

B[Dbubble](u) = ∑
n=0

dn

n!
un =

32
3 ( Q2

μ2
eC)

−u
u

1 − (1 − u)2

∞

∑
k=2

(−1)kk

(k2 − (1 − u)2)2 ,
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1.We rewrite it as ( ) 
( M. Neubert, Phys. Rev. D 51 (1995) 5924–5941, https://doi.org/10.1103/PhysRevD.51.5924, arXiv: hep-ph/9412265. ) 
 

 
 
Such that the pole structure of the Borel transform is manifest  
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the perturbative coefficients dn [15], they can be used to estimate the leading contributions to the Adler function. This approach is known 
in the literature as “Naive non-Abelianization”. In practice, we use the full perturbative expression for D(Q 2) up to O(α4

s ) and, for the 
higher-order corrections, we assume the fermion bubble diagrams dominate – i.e. δn ∼ 0 for n ≥ 4. This procedure allows us to estimate 
dn to all orders in perturbation theory. The Borel transform for the fermion-bubble contribution to the Adler function is given by [34],

1
K

B[Dbubble](u) =
∑

n=0

dn

n! un = 32
3

(
Q 2

µ2 eC
)−u

u
1 − (1 − u)2

∞∑

k=2

(−1)kk
(
k2 − (1 − u)2

)2 , (7)

where u = −β0 z, C = −5/3 in the MS-scheme and K is an overall, arbitrary constant of the large order behavior.

Resurgent approach: Eq. (4) dictates the position and the nature of the singularities in the Borel transform. For instance, ap = 0, 1
correspond to simple and quadratic poles in the Borel transform, respectively. As we shall see, from the direct computation of the fermion-
bubble diagram contribution to the Adler function in QCD [41], one sees an infinite string of quadratic poles starting at z = −3/β0, thus 
we have to set ap = 1 in Eq. (4) and identify the function R with the synthesis of the quadratic poles. The remaining simple pole at 
z = −2/β0 cannot be included in the generalized resummation procedure, and its associated ambiguity is then parameterized in terms of 
one arbitrary constant after the Laplace transform (which we call c1) as follows

(
z + n + 1

β0

)−m

%→ −2πcn α1−m
s e

n+1
β0αs . (8)

The expression in Eq. (7) is not suitable for the RRGE since it would need to be written as a sum over the singularities in the Borel real 
axis. To this end, we take the original integral representation given by Neubert [41] and rewrite it as4

1
C F K

B[Dbubble](z) = 3e10/3µ4

2β0 Q 4
(

2
β0

+ z
) +

e5µ6
(

6 log
(

µ2

Q 2

)
+ 1

)

6β0 Q 6
(

3
β0

+ z
) − e5µ6

β2
0 Q 6

(
3
β0

+ z
)2 −

∞∑

p=1




µ4e

10p
3 + 10

3

(
Q
µ

)−4p (
12p2 log

(
µ2

Q 2

)
+ 20p2 + 6p log

(
µ2

Q 2

)
− 2p − 3

)

6β0 p2(2p + 1)2 Q 4
(

2p+2
β0

+ z
) +

µ6e
10p

3 +5
(

Q
µ

)−4p (
12p2 log

(
µ2

Q 2

)
+ 20p2 + 18p log

(
µ2

Q 2

)
+ 18p + 6 log

(
µ2

Q 2

)
+ 1

)

6β0(p + 1)2(2p + 1)2 Q 6
(

2p+3
β0

+ z
)

−
µ6e

10p
3 +5

(
Q
µ

)−4p

β2
0 (p + 1)(2p + 1)Q 6

(
2p+3

β0
+ z

)2 +
µ4e

10(p+1)
3

(
Q
µ

)−4p

β2
0 p(2p + 1)Q 4

(
2p+2

β0
+ z

)2



 ,

(9)

where C F = 4
3 . This expression reproduces the IR renormalon structure in Eq. (7) – choosing the renormalization scale µ2 = Q 2e−5/3. 

According to the RRGE, the solution of Eq. (4) comes from the leading poles in the Borel transform. Therefore, we have to consider only 
the quadratic poles and, separately, the first simple pole at z = 2

β0
:

1
K C F

B[Dbubble](z) → 3e10/3µ4

2β0 Q 4
(

2
β0

+ z
) − e5µ6

β2
0 Q 6

(
3
β0

+ z
)2 −

∞∑

p=1




µ4e

10(p+1)
3

(
Q
µ

)−4p

β2
0 p(2p + 1)Q 4

(
2p+2

β0
+ z

)2 −
µ6e

10p
3 +5

(
Q
µ

)−4p

β2
0 (p + 1)(2p + 1)Q 6

(
2p+3

β0
+ z

)2



 .

(10)

In the RRGE approach, the Adler function can be written at leading order as

D(Q 2) = D0(Q 2) − 4π

β0
c1e

2
β0 αs(Q 2) + Ce

1
β0 αs(Q 2)

(
1

αs(Q 2)

)ap

D1(Q 2) , (11)

where D0(Q 2) contains the perturbative expression plus the higher order n! corrections due to the fermion-bubble diagrams, which are 
proportional to K and are regularized by taking the principal value of the Laplace integral of Eq. (10). The constant ap = 1 + O(β1/β

2
0 ). 

4 We find the UV renormalon contribution to the Adler function negligibly small in the energy range considered and we omit it in Eq. (9). Although the first UV renormalon 
is the closest singularity to the origin, it does not lead to ambiguities in the Laplace transform. An improvement to perturbation theory was done in Ref. [42] using the 
conformal mapping for UV renormalons.
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the perturbative coefficients dn [15], they can be used to estimate the leading contributions to the Adler function. This approach is known 
in the literature as “Naive non-Abelianization”. In practice, we use the full perturbative expression for D(Q 2) up to O(α4

s ) and, for the 
higher-order corrections, we assume the fermion bubble diagrams dominate – i.e. δn ∼ 0 for n ≥ 4. This procedure allows us to estimate 
dn to all orders in perturbation theory. The Borel transform for the fermion-bubble contribution to the Adler function is given by [34],

1
K

B[Dbubble](u) =
∑

n=0

dn

n! un = 32
3

(
Q 2

µ2 eC
)−u

u
1 − (1 − u)2

∞∑

k=2

(−1)kk
(
k2 − (1 − u)2

)2 , (7)

where u = −β0 z, C = −5/3 in the MS-scheme and K is an overall, arbitrary constant of the large order behavior.

Resurgent approach: Eq. (4) dictates the position and the nature of the singularities in the Borel transform. For instance, ap = 0, 1
correspond to simple and quadratic poles in the Borel transform, respectively. As we shall see, from the direct computation of the fermion-
bubble diagram contribution to the Adler function in QCD [41], one sees an infinite string of quadratic poles starting at z = −3/β0, thus 
we have to set ap = 1 in Eq. (4) and identify the function R with the synthesis of the quadratic poles. The remaining simple pole at 
z = −2/β0 cannot be included in the generalized resummation procedure, and its associated ambiguity is then parameterized in terms of 
one arbitrary constant after the Laplace transform (which we call c1) as follows

(
z + n + 1

β0

)−m

%→ −2πcn α1−m
s e

n+1
β0αs . (8)

The expression in Eq. (7) is not suitable for the RRGE since it would need to be written as a sum over the singularities in the Borel real 
axis. To this end, we take the original integral representation given by Neubert [41] and rewrite it as4

1
C F K

B[Dbubble](z) = 3e10/3µ4

2β0 Q 4
(

2
β0

+ z
) +

e5µ6
(

6 log
(

µ2

Q 2

)
+ 1

)

6β0 Q 6
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3
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(
3
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)−4p
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(9)

where C F = 4
3 . This expression reproduces the IR renormalon structure in Eq. (7) – choosing the renormalization scale µ2 = Q 2e−5/3. 

According to the RRGE, the solution of Eq. (4) comes from the leading poles in the Borel transform. Therefore, we have to consider only 
the quadratic poles and, separately, the first simple pole at z = 2

β0
:

1
K C F

B[Dbubble](z) → 3e10/3µ4

2β0 Q 4
(

2
β0

+ z
) − e5µ6

β2
0 Q 6

(
3
β0

+ z
)2 −

∞∑

p=1




µ4e

10(p+1)
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(
Q
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)−4p

β2
0 p(2p + 1)Q 4

(
2p+2

β0
+ z

)2 −
µ6e

10p
3 +5

(
Q
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)−4p

β2
0 (p + 1)(2p + 1)Q 6

(
2p+3

β0
+ z

)2



 .

(10)

In the RRGE approach, the Adler function can be written at leading order as

D(Q 2) = D0(Q 2) − 4π

β0
c1e

2
β0 αs(Q 2) + Ce

1
β0 αs(Q 2)

(
1

αs(Q 2)

)ap

D1(Q 2) , (11)

where D0(Q 2) contains the perturbative expression plus the higher order n! corrections due to the fermion-bubble diagrams, which are 
proportional to K and are regularized by taking the principal value of the Laplace integral of Eq. (10). The constant ap = 1 + O(β1/β

2
0 ). 

4 We find the UV renormalon contribution to the Adler function negligibly small in the energy range considered and we omit it in Eq. (9). Although the first UV renormalon 
is the closest singularity to the origin, it does not lead to ambiguities in the Laplace transform. An improvement to perturbation theory was done in Ref. [42] using the 
conformal mapping for UV renormalons.
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